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TITRE en francais
Algorithmes de novo pour I'identification de motifs associés a des événements biologiques
dans les graphes de De Bruijn construits a partir de données NGS

RESUME en frangais

L’objectif principal de cette thése est le développement, I'amélioration et I’évaluation de
méthodes de traitement de données massives de séquencage, principalement des lectures
de séquencgage d’ARN courtes et longues, pour éventuellement aider la communauté a
répondre & certaines questions biologiques, en particulier dans les contextes de transcrip-
tomique et d’épissage alternatif.

Notre objectif initial était de développer des méthodes pour traiter les données d’ARN-seq
de deuxiéme génération a ’aide de graphes de De Bruijn afin de contribuer a la littérature
sur ’épissage alternatif, qui a été exploré dans les trois premiers travaux. Le premier
article (Chapitre 3, article [77]) a exploré le probléme que les répétitions apportent aux
assembleurs de transcriptome si elles ne sont pas correctement traitées. Nous avons
montré que la sensibilité et la précision de notre assembleur local d’épissage alternatif
augmentaient considérablement lorsque les répétitions étaient formellement modélisées.
Le second (Chapitre 4, article [11]) montre que "annotation d’événements d’épissage al-
ternatifs avec une seule approche conduit & rater un grand nombre de candidats, dont
beaucoup sont importants. Ainsi, afin d’explorer de maniére exhaustive les événements
d’épissage alternatifs dans un échantillon, nous préconisons 1’utilisation combinée des ap-
proches mapping-first et assembly-first. Etant donné que nous avons une énorme quantité
de bulles dans les graphes de De Bruijn construits a partir de données réelles d’ARN-seq,
qui est impossible a analyser dans la pratique, dans le troisiéme travail (Chapitre 5, ar-
ticles |1,2]), nous avons exploré théoriquement la maniére de représenter efficacement et
de maniére compacte I'espace des bulles via un générateur des bulles. L’exploration et
I’analyse des bulles dans le générateur sont réalisables dans la pratique et peuvent étre
complémentaires aux algorithmes de 1’état de I'art qui analysent un sous-ensemble de
I’espace des bulles.

Les collaborations et les avancées sur la technologie de séquengage nous ont incités a tra-
vailler dans d’autres sous-domaines de la bioinformatique, tels que: études d’association
a I’échelle des génomes, correction d’erreur et assemblage hybride. Notre quatriéme tra-
vail (Chapitre 6, article [48]) décrit une méthode efficace pour trouver et interpréter des
unitigs fortement associées a un phénotype, en particulier la résistance aux antibiotiques,
ce qui rend les études d’association & l'échelle des génomes plus accessibles aux panels
bactériens, surtout ceux qui contiennent des bactéries plastiques. Dans notre cinquiéme
travail (Chapitre 7, article |76]), nous évaluons dans quelle mesure les méthodes exis-
tantes de correction d’erreur ADN a lecture longue sont capables de corriger les lectures
longues d’ARN-seq & taux d’erreur élevé. Nous concluons qu’aucun outil ne surpasse
tous les autres pour tous les indicateurs et est le mieux adapté a toutes les situations, et
que le choix devrait étre guidé par l'analyse en aval.

Les lectures longues d’ARN-seq fournissent une nouvelle perspective sur la maniére
d’analyser les données transcriptomiques, puisqu’elles sont capables de décrire les séquences
complétes des ARN messagers, ce qui n’était pas possible avec des lectures courtes dans



plusieurs cas, méme en utilisant des assembleurs de transcriptome de I'état de I’art. En
tant que tel, dans notre dernier travail (Chapitre 8, article [75]), nous explorons une
méthode hybride d’assemblage d’épissages alternatifs qui utilise des lectures a la fois
courtes et longues afin de répertorier les événements d’épissage alternatifs de maniére
compléte, grace aux lectures courtes, guidé par le contexte intégral fourni par les lectures
longues.

MOTS-CLEFS en francais

ARN-seq, Lectures courtes, Lectures longues, Epissage alternatif, Graphes de De Bruijn,
Bulles, Etudes d’association a 1'échelle des génomes, Correction d’erreurs, Assemblage
hybride.

Title in english
De novo algorithms to identify patterns associated with biological events in de Bruijn
graphs built from NGS data

Abstract in english

The main goal of this thesis is the development, improvement and evaluation of methods
to process massively sequenced data, mainly short and long RNA-sequencing reads, to
eventually help the community to answer some biological questions, especially in the
transcriptomic and alternative splicing contexts.

Our initial objective was to develop methods to process second-generation RNA-seq data
through de Bruijn graphs to contribute to the literature of alternative splicing, which
was explored in the first three works. The first paper (Chapter 3, paper [77]) explored
the issue that repeats bring to transcriptome assemblers if not addressed properly. We
showed that the sensitivity and the precision of our local alternative splicing assembler
increased significantly when repeats were formally modeled. The second (Chapter 4,
paper [11]), shows that annotating alternative splicing events with a single approach
leads to missing out a large number of candidates, many of which are significant. Thus,
to comprehensively explore the alternative splicing events in a sample, we advocate for
the combined use of both mapping-first and assembly-first approaches. Given that we
have a huge amount of bubbles in de Bruijn graphs built from real RNA-seq data, which
are unfeasible to be analysed in practice, in the third work (Chapter 5, papers [1,2]),
we explored theoretically how to efficiently and compactly represent the bubble space
through a bubble generator. Exploring and analysing the bubbles in the generator is
feasible in practice and can be complementary to state-of-the-art algorithms that analyse
a subset of the bubble space.

Collaborations and advances on the sequencing technology encouraged us to work in
other subareas of bioinformatics, such as: genome-wide association studies, error correc-
tion, and hybrid assembly. Our fourth work (Chapter 6, paper [48]) describes an efficient
method to find and interpret unitigs highly associated to a phenotype, especially an-
tibiotic resistance, making genome-wide association studies more amenable to bacterial
panels, especially plastic ones. In our fifth work (Chapter 7, paper [76]), we evaluate
the extent to which existing long-read DNA error correction methods are capable of cor-
recting high-error-rate RNA-seq long reads. We conclude that no tool outperforms all
the others across all metrics and is the most suited in all situations, and that the choice



should be guided by the downstream analysis.

RNA-seq long reads provide a new perspective on how to analyse transcriptomic data,
since they are able to describe the full-length sequences of mRNAs, which was not possible
with short reads in several cases, even by using state-of-the-art transcriptome assemblers.
As such, in our last work (Chapter 8, paper [75]) we explore a hybrid alternative splicing
assembly method, which makes use of both short and long reads, in order to list alter-
native splicing events in a comprehensive manner, thanks to short reads, guided by the
full-length context provided by the long reads.

Keywords in english
RNA-seq, Short reads, Long reads, Alternative splicing, de Bruijn graphs, Bubbles,
Genome-wide association studies, Error-correction, Hybrid assembly.






Resumé en francais

L’objectif principal de cette thése est le développement, I’amélioration et 1’évaluation de
méthodes de traitement de données massives de séquencage, principalement des lectures
de séquencgage d’ARN courtes et longues, pour éventuellement aider la communauté a
répondre & certaines questions biologiques, en particulier dans les contextes de transcrip-
tomique et d’épissage alternatif. Bien que 'objectif soit le développement de méthodes
basées sur les graphes de De Bruijn (Chapitres 3, 6 et 8, articles [48,75,77]), la con-
ception ou 'amélioration de telles méthodes est également liée a des études théoriques
(Chapitre 5, articles [1,2]) et a des analyses méthodologiques détaillées (Chapitres 4 et
7, articles [11,76]). Les études théoriques permettent d’améliorer les méthodes en four-
nissant de nouveaux résultats, sous forme de théorémes, d’algorithmes ou de structures
de données, qui peuvent étre directement appliqués ou adaptés & des problémes pra-
tiques. Les analyses de méthodes permettent d’évaluer de maniére critique les méthodes
actuelles, identifier leurs points forts et faibles, fournir a la communauté des informations
détaillées sur le fonctionnement de chaque outil et sur les problémes a résoudre.

Notre objectif initial était de développer des méthodes pour traiter les données d’ARN-seq
de deuxiéme génération a I’aide de graphes de De Bruijn afin de contribuer a la littérature
sur I'épissage alternatif. En tant que tel, le premier article (Chapitre 3, article [77]) mon-
tre que, bien que les répétitions soient moins nombreuses et plus courtes dans les données
d’ARN-seq que dans les données d’ADN-seq, elles peuvent toujours créer des problémes
pour les assembleurs de transcriptome si elles ne sont pas traitées correctement. Les
assembleurs de transcriptome peuvent donc étre améliorés en modélisant explicitement
et formellement les répétitions. Nous introduisons un modéle formel pour représenter les
répétitions dans les données d’ARN-seq et exploitons ses propriétés pour déduire une car-
actéristique combinatoire de sous-graphes associés aux répétitions. Nous montrons que
la sensibilité et la précision de notre assembleur local d’épissage alternatif augmentent
considérablement lorsque les répétitions ont été formellement modélisées, avec un algo-
rithme qui les évite implicitement. De plus, nous montrons également que I’exploration
de la topologie du sous-graphe autour d'un transcript peut donner des indications sur
son niveau de confiance, sa qualité, la difficulté de 1’assemblage, etc. Ces informations
peuvent étre aussi utiles que des informations de lecture et de couverture pour les as-
sembleurs et les évaluateurs de transcriptome. Le deuxiéme travail (Chapitre 4, arti-
cle [11]) montre que I'annotation de ’épissage alternatif avec une seule approche conduit
a rater un grand nombre de candidats, dont beaucoup sont exprimés différentiellement
selon deux conditions et qui ont pu étre validés expérimentalement. Ces événements ne
doivent pas étre exclus de I'analyse car ils peuvent jouer un role central dans la ques-
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tion biologique étudiée. Nous avons donc plaidé en faveur de I'utilisation combinée des
approches mapping-first et assembly-first pour I’annotation et 'analyse différentielle de
I’épissage alternatif & partir de jeux de données RNA-seq.

Aprés ces deux premiers travaux, nous avons eu plusieurs idées sur la facon d’améliorer
notre méthode actuelle. Parmi ces différentes idées, certaines n’ont pas fonctionné comme
prévu et ont été abandonnées, certaines sont encore en cours de développement en collab-
oration avec d’autres membres de ’équipe (celles-ci sont exposées dans les perspectives
de la thése), et certaines ont été publiées. Dans ce manuscrit, nous ne décrirons que les
travaux que nous avons pu publier ou que nous sommes sur le point de soumettre. Un
de ces travaux (Chapitre 5, articles [1,2]) décrit un résultat théorique sur la maniére de
représenter efficacement et de maniére compacte I'espace des bulles via un générateur des
bulles. Ce générateur peut étre trouvé en temps polynomial et nous montrons également
que nous pouvons décomposer n’importe quelle bulle du graphe en bulles du générateur
en un nombre polynomial d’étapes. L’exploration et ’analyse des bulles dans le généra-
teur sont réalisables dans la pratique et peuvent étre complémentaires aux algorithmes
de I'état de 'art qui analysent un sous-ensemble de l'espace des bulles. Pour le moment,
ce travail reste en grande partie théorique, mais nous avons quelques preuves de con-
cepts suggérant qu’il peut avoir une bonne application biologique, bien que des travaux
supplémentaires soient nécessaires sur cette partie.

Par ailleurs, les collaborations et les avancées sur la technologie de séquencage nous ont
incités a travailler dans d’autres sous-domaines de la bioinformatique, tels que: études
d’association a I’échelle des génomes, correction d’erreur et assemblage hybride. Nous
avons collaboré avec Magali Dancette et Laurent Jacob, et combiné notre expérience sur
les graphes de De Bruijn et le développement méthodologique avec leurs connaissances sur
I’association génotype a phénotype sur des populations bactériennes, afin de concevoir
une méthode efficace pour trouver et interpréter des unitigs fortement associés & un
phénotype, en particulier la résistance aux antibiotiques (Chapitre 6, article [48]). Notre
méthode rend les études d’association a 1’échelle des génomes plus facile & utiliser pour
les panels bactériens, surtout ceux qui contiennent des bactéries plastiques. Ces génomes
peuvent étre trop différents pour étre alignés sur une référence, méme au sein d’une seule
espéce, rendant difficile la description de leur variation génétique. Au lieu de travailler
avec des k-mers comme les approches précédentes, nous travaillons avec des unitigs, des
descripteurs aussi polyvalents que les k-mers, et qui permettent de capturer des variants
génétiques allant de polymorphismes locaux aux insertions de longs éléments génétiques
mobiles, mais pas redondants et plus faciles a interpréter. Nous proposons un framework
graphique afin de réduire I’écart d’interprétabilité entre les approches basées sur les k-
mers, et les approches basées sur les SNPs et les génes.

En outre, nous avons suivi les communautés génomiques et transcriptomiques, et nous
avons déplacé notre attention vers les technologies de séquencage de troisiéme génération
(lectures longues), en réfléchissant aux moyens d’évaluer et d’intégrer ce type de données
dans nos modeéles. L’un des principaux problémes du séquencage a lecture longue est
qu’il est actuellement freiné par les taux d’erreur élevés qui affectent les analyses telles
que 'identification des isoformes, les frontiéres des exons, les cadres de lecture ouverts et
la création de catalogues de génes. En collaboration avec les membres du projet ASTER,
un projet visant a développer des algorithmes et des logiciels d’analyse des données de



séquencage de troisiéme génération, nous avons commencé par analyser a quel point les
méthodes actuelles, généralement adaptées a la génomique, peuvent corriger les données
de Nanopore RNA-seq (Chapitre 7, article [76]). Nous évaluons donc neuf outils de
correction d’erreur d’ADN hybrides et non-hybrides de I’état de I'art dans le contexte de
la correction de lectures de séquencage d’ARN longues. Nous rapportons non seulement
les métriques classiques de correction d’erreur, mais également l'effet de la correction
sur les familles de génes, la diversité des isoformes, le biais vers l'isoforme principal et
la détection du site d’épissage. Nous trouvons que les outils de correction d’erreur a
lecture longue développés a l'origine pour ’ADN conviennent également a la correction
des données de séquencage d’ARN, notamment en termes d’augmentation de la précision
des paires de bases. Cependant, les chercheurs doivent étre avertis que le processus de
correction perturbe la taille des familles de génes et la diversité des isoformes. Ce travail
fournit des indications sur les outils de correction d’erreur & utiliser (ou non), en fonction
du type d’application.

Nous pouvons dire que les lectures longues permettent d’étudier les transcripts intégrale-
ment, car elles peuvent les séquencer du début a la fin, alors que les lectures courtes
conviennent mieux aux approches d’assemblage local. En effet, les lectures longues pour-
raient également étre utilisées pour étudier des événements locaux, tels que l'épissage
alternatif. Cependant, cette approche présente deux problémes principaux: son cott
élevé, qui fait qu’uniquement une fraction du transcriptome, principalement les isoformes
hautement exprimés, sont couverts par de lectures longues, et son taux d’erreur élevé.
Bien que le séquencage a lecture longue soit actuellement peu profond et pas aussi com-
plet que le séquencage a lecture courte pour décrire les événements d’épissage alternatif,
ils sont capables de décrire la structure compléte des ARNs messagers, ce qui est difficile
ou impossible, dans certains cas, avec des lectures courtes. Le séquencage complet d'un
transcript donné fournit un guide pour assembler les événements d’épissage autour du
transcript. Dans ce dernier travail (Chapitre 8, article [75]), nous explorons une méth-
ode hybride d’assemblage d’épissage alternatif qui utilise des lectures a la fois courtes et
longues afin de répertorier les événements d’épissages alternatifs de maniére compléte,
grace aux lectures courtes, guidé par le contexte intégral fourni par les lectures longues.
Nous attirons I'attention sur le fait que ce travail est toujours en préparation.

Globalement, le fil principal que nous avons suivi au cours de cette thése a été le
développement et ’amélioration de méthodes de traitement de données séquencées a
I’aide de graphes de De Bruijn afin de contribuer a la littérature sur ’épissage alternatif
(Chapitres 3 et 8, articles [75,77]). Nous avons également abordé ce probléme général a
partir d’une perspective théorique (Chapitre 5, articles |1,2|) et analytique (chapitre 4,
article [11]). Les collaborations (Chapitres 6 et 7, articles [48,76]) nous ont dévié de ce
fil principal, mais nous avons toujours eu au moins un aspect principal en commun. Je
crois qu’avoir des déviations par rapport au fil principal dans un doctorat est vraiment
sain, car il permet aux étudiants de doctorat, qui sont introduits a la science, d’acquérir
une connaissance d’autres domaines, ce qui pourrait aider & ouvrir des portes dans la
période post-doctorale.

En ce qui concerne la période post-doctorale, mon point de vue général sur le contexte
scientifique dans lequel cette thése est placée est que, sauf si un probléme spécifique
nécessite des lectures courtes, la communauté scientifique concentrera ses efforts sur le
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traitement des lectures longues afin de résoudre les questions biologiques. Je crois que les
lectures longues finiront par prendre la reléve, et ’assemblage de transcriptomes pourrait
méme ne plus étre nécessaire, et ’assemblage de génomes sera simplifié avec des lectures
plus longues et plus précises. Cependant, il faudra quelques années pour que les tech-
nologies a lecture longue atteignent cet état, donc a court terme (5-10 ans, ou méme
plus), je pense que les méthodes capables d’utiliser efficacement les lectures courtes et
longues définissent I’état de 'art. En ce qui concerne 1’épissage alternatif et les variations
transcriptomiques en général, il est trés utile de pouvoir décrire complétement la struc-
ture d’un transcript par une lecture longue, puisque les exons peuvent étre parfaitement
phasés. L’identification précise des isoformes, des limites d’exons et des cadres de lec-
ture ouverts peut encore poser probléme avec le taux d’erreur élevé, mais des protocoles
comme PacBio Iso-seq traitent déja cela de maniére native, et créent des Reads of Insert
trés précis. Certainement, le taux d’erreur et le cotit de Nanopore et de PacBio vont
diminuer, et le débit va augmenter dans les prochaines années, permettant ainsi de telles
applications. Le protocole de séquencage d’ARN direct de Nanopore permettra égale-
ment d’étudier les variations transcriptomiques sans les biais et les artefacts créés par
I'étape de syntheése de ’ADN complémentaire, permettant une meilleure compréhension
de la variation transcriptomique réelle dans une cellule.

Un autre scénario possible est que le séquencage Illumina reste trés compétitif méme
aprés plusieurs années, principalement en réduisant le cotit par base et en augmentant
le débit, justifiant ainsi son utilisation méme lorsqu’une question biologique peut étre
résolue en ne séquencant que des lectures longues. Cela impliquera des ensembles de
données encore plus grands que ceux que nous avons aujourd’hui, et la demande de
méthodes hybrides efficaces qui utilise des structures de données succinctes augmentera,
avec une large fraction étant probablement basée sur des graphes de De Bruijn ou de ses
variantes.

Une opinion plus générale sur la bioinformatique a l'issue de cette thése est que ce do-
maine nécessite des compétences diverses, difficiles & maitriser, allant des mathématiques
et de l'informatique théorique, jusqu’a la biologie et les techniques expérimentales. La
modélisation mathématique, les analyses critiques, 'implémentation efficace de logiciels
et la manipulation correcte des techniques expérimentales ne sont pas des taches faciles,
et je crois que des collaborations efficaces sont essentielles pour produire de bons travaux
et apprendre de nouveaux concepts.
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Chapter 1

Introduction

The objective of this chapter is to give the reader a complete, but succinct overview of
the works performed during this thesis. We start by describing, in Section 1.1, the aim of
this thesis. We then proceed by presenting, in Section 1.2, the most important points of
the papers produced in this thesis. We finish the description of each paper with its main
messages. The objective of this section is to help the readers to decide which chapters
might interest them. As such, we want to be concise, giving only an overview of each
paper, but we also try to be more detailed than the paper’s abstract. For the sake of
brevity, and since the focus of this chapter is to describe the produced papers, we are
skipping here the basic definitions in biology, computer science and bioinformatics. The
formal, comprehensive, and detailed definitions can be found in Chapter 2. Sometimes,
the text in the papers also assumes that the readers know beforehand some definitions,
as papers are occasionally not self-contained, since their focus are a specific extension of
the literature. We therefore advise the readers to check out Chapter 2 also in search of
definitions not properly defined in the papers. We further take the liberty of considering
as publications works that are not yet peer-reviewed, i.e., still submitted or under review
(those correspond to Chapter 7, paper [76]). We also note that one of the works here
presented, Chapter 8, paper [75], is still in preparation, although sometimes we use the
term paper or publication to refer to it. We finish by describing the outline of this thesis
in Section 1.3.

1.1 Aim and development of this thesis

The main goal of this thesis is the development, improvement and evaluation of methods
to process massively sequenced data, mainly short and long RNA-sequencing reads, to
eventually help the community to answer some biological questions, especially in the
transcriptomic and alternative splicing contexts. Although its focus is the development
of methods based on de Bruijn graphs (Chapters 3, 6 and 8, papers [48,75,77]), the con-
ception or improvement of such methods is also related to theoretical studies (Chapter 5,
papers [1,2]|) and comprehensive method analyses (Chapters 4 and 7, papers [11, 76]).
Theoretical studies allow the improvement of methods by providing new results, in form
of theorems, algorithms, or data structures, that can either be directly applied or adapted
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to fit the model of a practical problem. Method analyses allow to critically evaluate cur-
rent methods, identifying their strong and weak points, providing the community details
on how each tool performs and which problems should be further addressed.

Our initial objective in this thesis was to develop methods to process second-generation
RNA-seq data through de Bruijn graphs to contribute to the literature of alternative
splicing. As such, the two first papers I got involved in this PhD contributed to a bet-
ter understanding, from my part, of the state-of-the-art on alternative splicing events
identification, from an algorithmical (Chapter 3, paper [77]) and an analytical (Chap-
ter 4, paper [11]) point-of-view. Although this first contact was tough for me, mainly
because I had a computer science background, and just an introduction to bioinformatics
and biology, I was fortunate enough to work with people that would patiently teach me
(sometimes basic) concepts in biology and bioinformatics. Working on [77] allowed me
to understand better the history and the current state of KisSplice, a method developed
in our team to find alternative splicing events from RNA-seq data without a reference
genome by enumerating bubbles in a de Bruijn graph, which has been conceived some
years before the start of this PhD [14,107 109]. In complement to this, I was also work-
ing on [11] as a second author, which provided me a more practical view of the field:
how KisSplice and other tools, implementing different approaches, can be combined to
annotate and analyse alternative splicing events from RNA-seq datasets.

After these two first works, we had several ideas on how to improve our current
method. Among these different ideas, some did not work as expected and were aban-
doned, some are still being developed in collaboration with other members of the team
(those are exposed in the perspectives of the PhD), and some were published. In this
manuscript, we shall describe only the works that we were able to publish, or that we
are close to submitting. One such work (Chapter 5, papers [1,2]) describes how to better
explore the set of all bubbles in a de Bruijn graph in search of alternative splicing events
that are hard to find (i.e. unfeasible in practice) by the current KisSplice algorithm. For
now, this work remains largely theoretical, but we have some proofs of concepts hinting
that it can have a nice biological application, although further work on this part has to
be done. Personally, it was enriching for me to work on a purely theoretical paper after
the two first papers. I can say that these three first works were a nice introduction to
the diverse competences a mixed field such as bioinformatics requires, as they covered
methodological development, methods analyses, and theoretical studies.

Further, collaborations and advances on the sequencing technology encouraged us to
work in other subareas of bioinformatics, such as: genome-wide association studies, error
correction, and hybrid assembly. We collaborated with Magali Dancette and Laurent Ja-
cob, and combined our experience on de Bruijn graphs and methodological development
with their knowledge on genotype-to-phenotype association on bacterial populations, to
conceive an efficient method to find and interpret unitigs highly associated to a phe-
notype, especially antibiotic resistance (Chapter 6, paper [48]). I am grateful for this
collaboration, as it introduced me to genome-wide association studies and antibiotic re-
sistance, which can be a possible direction to follow in future works.

Next, we followed the genomic and transcriptomic communities, and shifted our
attention to third generation (long reads) sequencing technologies, thinking on ways to
evaluate and integrate this type of data in our models. In collaboration with members
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of the ASTER project, a project with the purpose of developing algorithms and software
for analysing third-generation sequencing data, we started by analysing how well current
methods, usually tailored for genomics, can correct Nanopore RNA-seq data (Chapter 7,
paper [76]). I believe this is an important question to answer, as this type of data is
becoming widely used, but the high error rate affects downstream analyses, and options
for the error-correction of RNA-seq long reads remain very limited.

Moreover, we also started to develop a method to explore PacBio Iso-seq and Illumina
data in order to integrate long and short reads in the search for alternative splicing events
in a reference-free context (Chapter 8, paper [75]). When alternative splicing events are
of interest, sequencing only long reads might not be enough, as these technologies are
currently unable to dig as deep in the transcriptome as short reads. As such, this is a
first step on working on a hybrid alternative splicing assembler, but this paper is still in
preparation.

Overall, the main thread we followed during this thesis was developing and improving
methods to process sequenced data using de Bruijn graphs to contribute to the alternative
splicing literature (Chapters 3 and 8, papers [75,77]). We tackled this general problem
also from a theoretical (Chapter 5, papers [1,2]) and an analytical (Chapter 4, paper [11])
perspective. Collaborations deviated us from this main thread, but we always had at
least one main aspect in common (Chapter 6, paper [48] describes a method based on de
Bruijn graphs, and Chapter 7, paper [76], describes an evaluation of methods to correct
RNA-seq long reads). I do believe that having some deviations from the main thread in
a PhD is really healthy, as it allows PhD students, who are being introduced to science,
to have a knowledge of other fields and areas, which might help to open doors in the
post-PhD period.

1.2 Publications

In the following, we introduce the papers and manuscripts produced in this PhD.

1.2.1 Playing hide and seek with repeats in local and global de novo
transcriptome assembly of short RNA-seq reads

The first paper [77]| explored the fact that repeats are an underestimated problem in
de novo transcriptome assembly, creating ambiguities and confusing assemblers if not
addressed properly. This happened in the method developed in our team, KisSplice
[107], conceived to enumerate alternative splicing (AS) events in a de-novo context. The
KisSplice algorithm was improved in [14], and later in [108|. However, even the improved
algorithm is not able to enumerate all bubbles corresponding to AS events in a de Bruijn
graph. There are certain complex regions in the graph, likely containing repeat-associated
subgraphs but also real AS events, where it takes a huge amount of time. In practice, the
enumeration is halted after a given timeout. The bubbles trapped inside these regions
are thus missed.

To address this issue, we first introduce a simple, but realistic enough, model for
representing high copy-number and low-divergence repeats in RNA sequencing data.
We then exploit its properties to infer that repeat-associated subgraphs contain few
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compressible arcs (or many branching vertices). Based on this, we formulate the repeat
identification problem in RNA-seq data, whose objective is to find for large enough
subgraphs that do not contain many compressible arcs, which would correspond to repeat-
associated subgraphs. We show that this problem is NP-complete for directed graphs
with total degree (maximum number of in- and out-arcs in a vertex) bounded by d > 3,
including, in particular, de Bruijn graphs, so an efficient algorithm for it is unlikely.
However, in the specific case of a local assembly of AS events, we can implicitly avoid
repeat-associated subgraphs based on our previous characterisation. More precisely, it
is possible to find bubbles corresponding to AS events in a de Bruijn graph that are
not contained in a repeat-associated subgraph, by restricting the search to bubbles with
few branching vertices. We provide a polynomial-delay algorithm to enumerate such
bubbles, and we show, through simulated datasets, that this new algorithm is significantly
more sensitive and precise than the previous version of KisSplice [108], Trinity [38], and
Oases [114], for the specific task of calling AS events.

Finally, we turn our focus to full-length transcriptome assembly. We argue that:
i) most transcriptome assemblers are based on de Bruijn graphs and have no clear and
explicit model for repeats in RNA-seq data, relying instead on heuristics to deal with
them; ii) the most commonly used protocol to extract RNA yields pre-mRNA fractions
around 5%. Thus, more introns than expected are sequenced, generating problems to
transcriptome assemblers, particularly when several introns span members of a specific
repeat family.

Within the complex parts of the graph generated by repeats, any assembler will
have to choose the “right” path(s) among the many present. If the assembler decides to
guess a path, it may erroneously extend a contig and create a chimeric transcript. It can
also choose to be conservative by not choosing any path in complicated regions of the
de Bruijn graph, and instead truncating the transcript. Although this strategy can lead
to an accurate assembly, it will produce a very fragmented one, which is not desirable.
Whatever the strategy (conservative or permissive), the resulting assembled transcript
may be erroneous (chimeric or truncated).

It is hence important to be able to identify low-confidence transcripts, which are
the ones traversing complex regions of a de Bruijn graph, in order to know that the
solution presented is the result of a “difficult” choice and therefore may not be the right
one. To identify such transcripts, we introduce the concept of Branching Measure of a
transcript ¢, which is able to indicate if ¢ traversed a hard-to-assemble region (i.e. a
region with many branching vertices) in the de Bruijn graph. We then show a proof of
concept of this measure by providing two examples where it was able to flag a chimeric
and a truncated transcripts assembled by Trinity on real RNA-sequencing data. Finally,
we show that this simple Branching Measure gives better results than Rsem-Eval [67]
and TransRate [117] on both real and simulated datasets for detecting chimeras, and
therefore is able to capture assembly errors missed by these methods.

Main message

The main message of this work is that, although fewer and shorter repeats are present
in RNA-seq data than in DNA-seq data, they can still create problems for transcriptome
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assemblers if not addressed properly. Transcriptome assemblers can thus be improved
by explicitly and formally modeling repeats. Moreover, we also show that exploring the
topology of the subgraph around a transcript can give some hints about its confidence
level, quality, assembly hardness, etc. This information can be as valuable as read and
coverage information for transcriptome assemblers and evaluators.

1.2.2 Complementarity of assembly-first and mapping-first approaches
for alternative splicing annotation and differential analysis from
RNAseq data

While the first paper explored a limitation of current de novo RNA-seq assembly methods,
the second [11] focused on showing that such methods can also be applied even when a
high-quality reference genome and annotations are present.

In general, there are two approaches to assemble transcripts or alternative splicing
(AS) from RNA-seq data [84]. The mapping-first approaches first map the reads to the
reference genome and the mapped reads are then assembled into exons and eventually
transcripts. In contrast, assembly-first approaches first assemble the reads based on their
overlaps. The assembled sequences (corresponding to sets of exons) are then aligned to
the reference genome.

Mapping-first approaches have been the most used so far, essentially because they
were the first to be developed and they initially required less computational resources.
De novo assembly methods were also thought to be restricted to non-model species,
where no (good) reference genome is available, and they seemed to be inadequate when
an annotated reference genome is available.

Recent progress in de novo transcriptome assembly is clearly changing this view,
and the argument of the heavier computational burden does not hold anymore. The
application of de novo assembly to human RNA-seq datasets however still remains rare,
although some studies have already shown its potential to detect novel biologically rel-
evant splicing variants [25,33]. The generalization of de novo assembly approaches for
studying splicing in human seems to be mostly impeded by the lack of a clear evaluation
of its potential interest in comparison to more traditional mapping-based approaches. In
this paper, we fill this gap by performing a systematic evaluation of an assembly-first
and a mapping-first approach on two RNA-seq datasets.

As a first step, we compared pipelines that we developed in parallel, namely KisSplice
and FaRLine, because we could easily control their parameters. Any difference between
the predictions that is solely due to a parameter setting could be fixed easily, which
enabled us to obtain a precise understanding of the irreducible differences between the
two approaches. Overall, we developed and adapted jointly these two pipelines in order
to minimize the discrepancies that could complicate the comparison.

We found out that the mapping-first approach predicts a much larger number of
events. This difference in sensitivity is due to the fact that while mapping-first approaches
require that each exon junction is covered by at least one read, assembly-first approaches
require overlapping reads across the entire skipped exon. Therefore, it can be anticipated
that low abundant isoforms, that are covered by few reads, will be reported by mapping,
but not by the assembly-first approach.
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Having clarified that rare variants are better handled by the mapping-first approach,
we decided to filter them out, in order to analyse other differences between the two
approaches. After this filtering, approximately 70% of the predicted skipped exons were
found by both approaches. We highlight also that some isoforms are systematically
missed by one approach. Mapping-first approaches miss AS events involving: i) novel
exons or novel combinations of existing exons; ii) recent paralog genes. Assembly-first
approaches miss AS events involving: i) repeats; ii) complex AS events.

In a second step, we confirmed the generality of our findings by benchmarking our
methods against Cufflinks [126], MISO [53] and Trinity [38]|, which are widely used
pipelines. Overall, we found that the vast majority of AS events were predicted by FaR-
Line, MISO and Cufflinks, showing that the differences between mapping- and assembly-
first approaches reported above are not limited to one mapping-first approach. Finally,
we also verified that KisSplice is significantly more sensitive than the most widely used
de novo full-length transcriptome assembler, namely Trinity.

Main message

The main message of this work is that annotating alternative splicing with a single ap-
proach leads to missing out a large number of candidates, many of which are differentially
regulated across conditions and that we were able to validate experimentally. Such AS
events should not be discarded from the analysis, as they may play a central role in
the studied biological question. We therefore advocate for the combined use of both
mapping-first and assembly-first approaches for the annotation and differential analysis
of alternative splicing from RNA-seq datasets.

1.2.3 On Bubble Generators in Directed Graphs

As mentioned earlier, KisSplice models alternative splicing (AS) events as bubbles in
a de Bruijn Graph (DBG) built from the input reads. Theoretically, the number of
bubbles in a graph can grow exponentially on the size of the graph. In practice, DBGs
built from real datasets tend to be huge, usually containing millions of vertices and a
prohibitively large amount of bubbles. Any algorithm that tries to be exhaustive, listing
and analysing a big part of the bubble space, will certainly spend a prohibitive amount
of time in real data graphs and will not be applicable. As such, algorithms that deal
with bubbles in such huge graphs will either simplify the graph by removing them, or
just analysing a small subset of the bubble space. KisSplice algorithms, for example,
only lists bubbles with predefined constraints, which was shown to be usually associated
to AS events [77,107 109]. Such subsets may, however, not be the best representatives
of the bubble space. More worrying is the fact that all the relevant events described by
bubbles not satisfying the predefined constraints are lost.

In this third work [1], we thus explored some mathematical properties of the bubble
space in order to find an efficient and compact description of all bubbles in a graph G,
called bubble generator G(G). Our intuition is that the bubble generator is a suitable
compressed representation of the bubble space, and exploring it might allow us to retrieve
information that is lost when only a subset of the bubble space is analysed. We first define
a constrained symmetric difference operator A, such that, given two bubbles, By and Bs,
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B1ABj is defined if and only the subgraph induced by the arcs of (A(B;) U A(Ba)) \
(A(B1)NA(Ba)) is a bubble; otherwise, we say that B1ABs is undefined. If B = BiABs,
then we say that we can combine By and By into B, or that B can be decomposed into By
and By. We show that any bubble in a graph G can be described as the combination of
two or more bubbles from the generator G(G). Moreover, for any given directed graph G,
we also introduce an algorithm to find, in polynomial time, such generator set of bubbles
G(G), with |G(G)| < nm, where n and m are the number of vertices and arcs of G,
respectively. Indeed, |G(G)| is polynomial on the size of the graph, but we also highlight
that our generator is not minimal, i.e. there may be bubbles b € G(G) which can be
obtained by combining bubbles in G(G) — b through A. Finding a minimal generator is
left as open problem.

Finally, we prove that, given a graph G, any bubble B in G can be represented as
a sum of O(n?) bubbles belonging to G(G). This decomposition can be found in a total
of O(n3) time. This decomposition algorithm can be applied when one needs to know
how to decompose a bubble into its elementary parts, which are the bubbles in G(G),
e.g. when identifying and decomposing complex AS events [112] into several elementary
AS events. The link between the bubble generator and the set of such elementary AS
events, however, has still to be further studied.

This theoretical work was presented in the 43rd International Workshop on Graph-
Theoretic Concepts in Computer Science (WG 2017), and published in LNCS [1]. We
further extended this paper, by applying it in two different directions in the analysis of
a real RNA-seq dataset. First, we employed the generator as a preprocessing step to
algorithms that find bubbles, by “cleaning” from the graph all unnecessary arcs (i.e. arcs
that do not belong to any bubble). In a sample dataset, we were able to reduce the
size of the graph by around 40%. Second, we use it to find AS events in a reference-
free context. In particular, in one experiment, 18.5% of the putative events from our
bubble generator are hard to find using the KisSpLICE algorithm. Moreover, 10% of
these bubbles correspond to true AS events that are missed by KISSPLICE, showing the
applicability of the generator. However, this application should still be seen just as a
proof-of-concept on the practical potential of the bubble generator or as complementary
to current methods, since it remains limited for the exhaustive enumeration of AS events.
The latter would require a non-trivial procedure to enumerate AS-associated bubbles by
combining generator bubbles, which we still did not explore. The extension [2] has been
submitted to the journal Algorithmica, and is presented in Chapter 5.

Main message

The main theoretical result of this work is an improvement on the literature on how to
efficiently and compactly represent the bubble space through a bubble generator. This
generator can be found in polynomial time, and we also show that we can decompose
any bubble in the graph into bubbles of the generator in a polynomial number of steps.
Exploring and analysing the bubbles in the generator is feasible in practice and can be
complementary to state-of-the-art algorithms that analyse a subset of the bubble space.
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1.2.4 A fast and agnostic method for bacterial genome-wide associa-
tion studies: bridging the gap between k-mers and genetic events

In this fourth work [48], we changed our context from transcriptomics to genomics, but
we still kept the same theoretical framework, using de Bruijn Graphs (DBGs) to model
the data contained in a set of sequences. Here, we applied DBGs to Genome-Wide Asso-
ciation Studies (GWAS). GWAS aim at identifying associations between genetic variants
and a phenotype observed in a population, and rely on a representation of the genomic
variation as numerical factors. The most common approaches are based on single nu-
cleotide polymorphisms (SNPs), defined by aligning all genomes of the studied panel
against a reference genome or against a pangenome built from all the genes identified by
annotating the genomes, and on gene presence/absence, using a pre-defined collection
of genes. The use of a reference genome becomes unsuitable when working on bacterial
species with a large accessory genome — the part of the genome which is not present in
all strains. On the other hand, methods focusing on genes are unable to cover variants
in noncoding regions, including those related to transcriptional and translational regu-
lation. Moreover, some poorly studied species still lack a representative annotation. To
circumvent these issues, recent studies have relied on k-mers. The presence of k-mers in
genomes can account for diverse genetic events such as the acquisition of SNPs, (long)
insertions/deletions and recombinations. While k-mers can reflect any genomic variation
in a panel, they do not themselves represent biological entities. A k-mer representation
often loses in interpretability what it gains in flexibility, and the best way to encode the
genomic variation in bacterial GWAS is not yet clearly defined. Moreover, translating
the result of a k-mer-based GWAS into meaningful genetic variants is not trivial.

The approach developed in the fourth work [48], coined DBGWAS, bridges the gap
between, on the one hand, SNP- and gene-based representations lacking the right level
of flexibility to cover complete genomic variations, and, on the other hand, k-mer-based
representations which are flexible but not readily interpretable. In this work, we relied on
compacted DBGs (¢cDBGs) to eliminate local redundancy, reflect genomic variations, and
characterise the genomic environment of a k-mer at the population level. More precisely,
we build a single cDBG from all the genomes included in the association study. From
this ¢cDBG, we build a variant matrix which represents patterns of presence/absence of
unitigs (vertices of the cDBG) in each genome of the population. Each variant is then
tested for association with the phenotype using a linear mixed model, adjusting for the
population structure. The unitigs found to be significantly associated to the phenotype
are then localised in the cDBG, and their neighbourhood are used as a proxy for their
genomic environment at the population level. Subgraphs induced by such neighbourhoods
are extracted, and they often provide a direct interpretation in terms of genetic events
through the integration of three types of information: 1) the topology of the subgraph,
reflecting the nature of the genetic variant, 2) the metadata represented by vertex size
and colour, allowing us to identify which vertices in the subgraph are associated to a
particular phenotype status, and 3) an optional sequence annotation helping to detect
unitigs mapping to — or near — a known gene.

We show how such subgraphs output by DBGWAS can be read as genetic events
using several antibiotic resistance phenotypes within three bacterial species of various
degrees of genome plasticity: Mycobacterium tuberculosis, Staphylococcus aureus and
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Pseudomonas aeruginosa. By interpreting such subgraphs, we were able to identify, in
the aforementioned panels, biological events such as mobile genetic element insertions,
local polymorphisms in core and accessory genes, and also in non-coding regions, which
corresponded to known and unknown resistance markers.

We compared DBGWAS results to those obtained by applying the same association
model to a collection of known resistance genes and SNPs [27,49], and to two other recent
k-mer-based methods: pyseer |64,65], and HAWK [100]. DBGWAS recovers known vari-
ants, while suggesting novel candidates out of the range of the resistome-based approach.
It is also more computationally efficient and provides more interpretable outputs than
the other k-mer-based methods. We also verified that DBGWAS is scalable, being able to
process large panels of 5000 clonal bacterial strains, such as Mycobacterium tuberculosis,
in half a day, and 2500 plastic bacterial strains, such as Pseudomonas aeruginosa, in one
day using 8 cores.

Main message

The main message of this paper is that DBGWAS makes GWAS more amenable to bac-
terial panels, especially plastic ones. These genomes can be too different to be aligned
against a reference, even within a single species, making the description of their ge-
netic variation challenging. Instead of working with k-mers as previous approaches, we
work with unitigs, which are descriptors as versatile as k-mers, allowing to capture ge-
netic variants ranging from local polymorphisms to insertions of large mobile genetic
elements, but not redundant and easier to interpret. We provide a computationally
efficient and user-friendly implementation, enabling non-bioinformaticians to carry out
GWAS on thousands of isolates in a few hours. Moreover, we offer a graphical frame-
work which helps interpret GWAS results, narrowing the interpretability gap between
k-mer-based, and SNP- and gene-based approaches.

1.2.5 Comparative assessment of long-read error-correction software
applied to RNA-sequencing data

Advances on the sequencing technology resulted on the maturity of third generation se-
quencers, e.g. PacBio and Oxford Nanopore. On the RNA context, these technologies
are being increasingly used as they better describe exon/intron combinations, and fre-
quently sequence full-length transcripts, thus usually eliminating the assembling step and
its related problems.

However, these technologies are currently hindered by high error rates that affect
analyses such as the identification of isoforms, exon boundaries, open reading frames, and
the creation of gene catalogues. Due to the novelty of such data, computational methods
are still actively being developed. Many methods have been conceived to correct errors
in RNA-seq short reads. They no longer apply to long reads because they were developed
to deal with low error rates, and mainly substitutions. A new set of methods have been
proposed to correct genomic long reads. There is, however, a lack of error-correctors that
are specifically designed for RNA-sequencing long reads.

In this fifth work |76], we report on the extent to which state-of-the-art tools enable
the correction of long noisy cDNA Nanopore reads. We take the standpoint of evaluating
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DNA long-read error-correctors on RNA-seq data, an application that was likely not
considered by the authors of the respective tools. There exist two types of long-read
error-correction algorithms, those using information from long reads only (self or non-
hybrid correction), and those using short reads to correct long reads (hybrid correction).
We extensively benchmark four DNA hybrid correction tools: LoORDEC [110], NaS [82],
PBcR [58], proovread [43]; and five DNA self-correction tools: Canu [59], daccord [123],
LoRMA [111], MECAT [131], pbdagcon [22].

We first examine basic and classical metrics of error-correction, such as number of
output and mapped reads, mean reads length, number of output and mapped bases,
error rate, number of detected genes, running time and memory usage. We then con-
centrate on the error-rate analysis, breaking it down to evaluating the different types
of errors: substitutions, insertions and deletions. Since homopolymer errors are system-
atic in Nanopore sequencing in particular, we further investigate these separately. We
then ask several questions that are specific to transcriptome applications, which are the
main contribution of this work to the literature. In a first step, we investigate if error-
correction perturbs the number of reads mapping to the genes and transcripts, which
can affect downstream RNA-sequencing analyses relying on these numbers for quan-
tification, differential expression, etc. We then verify if error-correction truncates the
transcriptome, by perturbing gene family sizes and isoform diversity. We find that error-
correctors do not strictly preserve the sizes of gene families, and that multi-isoform genes
tend to lose lowly-expressed isoforms after correction, and minor isoforms are corrected
toward major isoforms. The latter is more prevalent when the variation is not long,
e.g. when alternative exons are small. We also conclude that hybrid error correction
tools present a clear advantage over the non-hybrid ones for allowing correct splice sites
detection. We also provide a software that enables automatic benchmarking of long read
RNA-sequencing error-correction tools, in the hope that future error-correction methods
will take advantage of it to avoid biases.

Main message

Current long reads RNA-sequencing technologies are hindered by high error rates that
affect several transcriptomic analyses. There is a lack of error-correctors that are specifi-
cally designed for correcting such reads. We thus evaluate nine state-of-the-art hybrid and
non-hybrid DNA error-correction tools on the context of correcting long RNA-sequencing
reads. Overall, hybrid tools outperform non-hybrid ones, mainly because they also have
access to accurate and massive Illumina datasets. However, no tool outperforms all the
others across all metrics and is the most suited in all situations. The choice should be
guided by the downstream analysis, and we provide recommendations to some applica-
tions, such as quantification, isoform identification, and splice site detection.

1.2.6 Assemblying local alternative splicing events from short reads
guided by accurate long reads

As explored in Subsection 1.2.1, assembling full-length transcripts from short reads with-
out a reference genome is challenging. A recent solution to this problem is through the
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full-length transcripts sequencing provided by long reads. However, in many applica-
tions, the focus can be restricted to the exon level. Identifying which exons can be
alternatively spliced is already very valuable. It has been shown that local assembly of
AS events is more sensitive and precise than global assembly strategies from short read
data [11,77,107]. Therefore, we can say that long reads enable the study of full-length
transcripts, while short reads are more appropriate for local assembly approaches. In-
deed, long reads could also be used to study local events, like AS. However, we have
two main issues with this approach: its high cost, which results in only a fraction of
the transcriptome, mostly the highly expressed isoforms, being covered by long reads,
and its high error rate. Although long-read sequencing is currently shallow and not as
comprehensive as short-read sequencing to describe AS events, they are able to describe
the complete structure of mRNAs, which is hard or impossible, in some cases, with short
reads. The full-length sequencing of a given transcript provides a backbone or a guide
to assemble AS events around the transcript. In this work, we therefore explore a hybrid
AS assembly method, which makes use of both short and long reads, in order to list
AS events in a comprehensive manner, thanks to short reads, guided by the full-length
context provided by the long reads. We call attention to the fact that this work is still
in preparation, and we shall improve some points of it for the publication.

Our described method is composed of four main steps. The first, hybrid DBG
construction, builds a hybrid bicoloured DBG from both the short and long reads. We
first build a DBG Gg from the short reads while removing potential sequencing errors. We
then build a DBG G, from the long reads. However, we do not perform any sequencing
error removal procedures on G, due to the shallowness of the long reads. Our method is
thus primarily designed for perfect or low error-rate long reads, which can be obtained
using PacBio SMRT Iso-Seq sequencing [104]|, or Nanopore INC-Seq sequencing [68],
or through error-correction algorithms. Finally, we build a hybrid compressed DBG
C in which we merge both graphs Gg and Gr. In the second step of exact mapping
of long reads to the hybrid DBG, we map each long read [ to C' by retrieving a walk
w(l) € C spelling out I. The third step, Unitig Linking Graph (ULG) construction, builds
the ULG, an abstraction of the cDBG where the complex parts of the graph, usually
associated to repeats, are removed and the remaining parts are connected using the read
information. This structure is a follow-up of our paper [77]. The ULG allows to solve
repeats larger than k, but shorter than the reads’ length. The ULG shares similarities
with several approaches that were conceived to add the read information back to the DBG
in a reference-free context, e.g. multi-k DBG |[8,69,90,97,98|, and to approaches that
encode the read information directly into the graph [45,106,127]. The main difference
between the ULG and these approaches is that the ULG removes the complex, highly
branching parts of the graph, and connects only the well-assembled unitigs through the
read information, while the others work on the whole graph. The ULG U is built from a
cDBG C'. The vertices in U are the trustful unitigs, i.e. unitigs that are considered well
assembled, have a low branching concentration, and are thus not induced by repeats. We
remove non-trustful unitigs, and connect the trustful ones through the read information.
We do so by mapping the short reads back to C', and creating arcs between two trustful
unitigs if there is a read traversing them. The label of the arcs is precisely the sequence
spelled by the read to traverse from one trustful unitig to the other. Finally, in the
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last step, alternative splicing events enumeration, we enumerate the AS events that are
present in the short reads and absent in the long reads, making use of the ULG and the
read information it contains. We do so by iterating through the mapping of each long
read [, and finding alternative paths in the ULG flanked by two unitigs stemming from
[. The delay of our AS enumeration algorithm is O(n * (m + nlogn)), where n and m
are the number of vertices and arcs of the ULG, respectively.

Moreover, we show some preliminary results of the application of the described
method to some simulated datasets. Our first test case is a dataset composed of a
single human gene, NEU1, which contains five transcripts. In this simple case, our
method found all the AS events described by these five transcripts. Our next benchmark
comprised a simulated dataset on the whole human chromosome 1. We currently obtain
a recall of 99.6% and a precision of 88.7% in this larger test. We plan to improve our
method with this benchmark by clarifying the 11.3% false positive events we currently
have.

We finish this in-preparation paper by describing its perspectives, which we plan to
develop in order to publish it, which include improving some points of the method, and
benchmarking it on samples sequenced with both PacBio Iso-seq and Illumina.

1.3 Outline

This thesis is outlined as follows. Chapter 2 presents the biological, computer science,
and bioinformatics concepts used in all the other chapters. Chapters 3 to 8 present
each one paper, orderly from the first to the sixth. All these chapters follow the same
simple structure. We first present a preamble, listing its key points, status (published,
accepted, submitted or in preparation), and my contribution, along with the paper itself
in its current state. Finally, Chapter 9 presents our concluding remarks and perspectives.

We realize that a text in a mixed field like bioinformatics will hardly interest all
readers. Thus, in order to further help the reader to pick which chapters might inter-
est her/him, we provide in Figure 1.1 an overview of the main content of this thesis,
characterized by their keywords.
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Chapter 2

Background

In this chapter, we introduce the concepts, definitions, and notations necessary to un-
derstand the main content of this thesis. Although we try to be complete and detailed
in some concepts, we are unable to exhaustively cover here all the material with enough
detail to make this thesis self-contained. Making this would not only be an extremely
laborious task, but it would also put too much weight and attention on this chapter,
which is not a result per se, i.e. this chapter contains no improvement to the literature.

The first two sections introduce biological and computer science concepts, respec-
tively, while the third is devoted to bioinformatics. The two first fields are far more
established than bioinformatics, which is a more recent area. Thus, for these two, the
main concepts presented here will follow the two books I have used as reference for
years, [3] and [23|. The main structure of these first two sections are therefore excerpts
reproduced, combined or adapted from these two main books. We abstracted the text
in both books so that details or concepts that are not relevant to this thesis are either
removed or are described in a very succinct way. Although these books present a good
part of the concepts, we also rely on other sources, when needed. For bioinformatics, on
the other hand, we do not follow a single reference text.

2.1 Biology

We start with some biological concepts. Many of them are excerpts reproduced, combined
or adapted from [3]. As such, when a concept is described and no reference is explicitly
given, the reader can assume |[3] as reference.

2.1.1 DNA, RNA and proteins

All living cells store their hereditary information in the form of double-stranded molecules
of DNA, i.e. long unbranched paired polymer chains, formed by nucleotides. Each nu-
cleotide (or base pair (bp)) consists of two parts: a sugar (deoxyribose) with a
phosphate group attached to it, and a base, which may be either adenine (A), guanine
(G), cytosine (C) or thymine (T) (Figure 2.1A). Each sugar is linked to the next via
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the phosphate group, creating a polymer chain composed of a repetitive sugarphosphate
backbone with a series of bases attached to it. A DNA strand is a polymer chain of nu-
cleotides (Figure 2.1B). DNA is synthesized on a template formed by a preexisting DNA
strand. Through templated polymerization, the sequence of nucleotides in a preexisting
DNA strand controls the sequence in which nucleotides are joined together in a new
DNA strand. The new strand has a nucleotide sequence complementary to that of the
old strand. The bases protruding from the existing strand bind to bases of the strand
being synthesized, according to a strict rule defined by the complementary structures
of the bases: A binds to T, and C binds to G (Figure 2.1C). This base-pairing holds
fresh nucleotides in place and thereby controls the selection of which one of the four
nucleotides shall be added to the growing strand next. In this way, a double-stranded
structure is created, consisting of two exactly complementary sequences of As, Cs, Ts,
and Gs (Figure 2.1D). The two strands twist around each other, forming a double helix
(Figure 2.1E).

(A)  building block of DNA (D) double-stranded DNA
phosphate
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Figure 2.1: DNA and its building blocks. (A) A nucleotide and its composition; (B) A
single strand of DNA consists of nucleotides joined together by sugarphosphate linkages;
(C) Templated polymerization of new strand; (D) A normal DNA molecule consists of
two such complementary strands; (E) The two strands twist around each other to form
a double helix a robust structure that can accommodate any sequence of nucleotides
without altering its basic structure. Figure reproduced from |[3].
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Cells perform protein synthesis to transform the information stored in DNA molecules
into protein molecules. Proteins are long unbranched polymer chains formed by chain-
ing together amino acids, the monomers of proteins. Proteins are essential to organisms
and have many functions. They can bind with high specificity to other molecules and
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act as enzymes to catalyze reactions that make or break covalent bonds. In this way,
they direct the vast majority of chemical processes in the cell. They can also maintain
structures, generate movements, sense signals, and so on.

DNA molecules are generally very large, containing the specifications for thousands
of proteins. However, only 1.5% of the human DNA corresponds to protein-coding genes.
A gene is usually defined as a segment of DNA that contains the instructions for making
a particular protein. A (very) simplified structure of an eucaryotic gene can be seen
in Figure 2.2. This structure was purposely abstracted to present only the components
relevant to this thesis. By no means it is a complete description of the structure of a
gene. We will refer to this structure in the next paragraph.

5’ UTR Start codon Stop codon 3’ UTR

ExorIl I Intron 1 l Exon 2 I Intron 2 l Exon]3 l

Transcription Start Site \ ’ ' / Transcription Termination Site

3’ Splice Site 5’ Splice Site

5’ Splice Site 3’ Splice Site

Figure 2.2: A (very) simplified structure of an eucaryotic gene with three exons and two
introns.

In eucaryotes, the protein synthesis process begins with a templated polymerization
called transcription, in which genes are used as templates for the synthesis of shorter
molecules of the closely related polymer ribonucleic acid, or RNA. RNA is a linear poly-
mer made of four different types of nucleotide subunits linked together by phosphodiester
bonds. It differs from DNA chemically in two respects: (1) the nucleotides in RNA are
ribonucleotides  that is, they contain the sugar ribose (hence the name ribonucleic acid)
rather than deoxyribose; (2) like DNA, RNA contains the bases adenine (A), guanine
(G), and cytosine (C), it contains the base uracil (U) instead of the thymine (T) in DNA.
Since U, like T, can base-pair by hydrogen-bonding with A, the complementary base-
pairing properties described for DNA apply also to RNA (in RNA, G pairs with C, and
A pairs with U). The transcription start site is a regulatory region of the gene where
the enzyme RNA polymerase starts the transcription of the gene to a RNA molecule. It
finishes at the transcription terminator site. The RNA molecule resulting from the
transcription process is termed primary RINA transcript or pre-mRNA | which is a
reverse-complemented copy of the gene. The pre-mRNA is composed by alternating cod-
ing and non-coding sequences, called exons and introns, respectively. The boundaries
between exons and introns are termed splice sites. The splice sites are in fact part of
the intron, and the two first nucleotides of an intron are called 5’ splice or donor site,
denoting the end of an exon and the start of an intron. The last nucleotides of an intron
are called 3’ splice or acceptor site, denoting the end of an intron and the start of
an exon. Before it can be translated into protein, the two ends of the preemRNA are
modified by capping the 5’ end and by polyadenylation of the 3’ end, and the introns are
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removed by RINA splicing. After all these processes take place, the resulting molecule
is called messenger RNA or mRNA. We shall also widely use the terms isoform or
transcript to refer to mRNAs in this thesis. Only when and if the RNA processing
is completed successfully, the mRNA is transported from the nucleus to the cytoplasm
through the nuclear pore complexes, where it can be translated into protein. However,
just a part of the mRNA is translated. The untranslated regions (5” UTR and 3’ UTR)
are not translated — these are regulatory regions. The translation process builds an amino
acid chain, 7.e. a protein, based on the codons (triplets of bases) of the mRNA. The start
codon (AUG) indicates where the cell machinery should start the translation process,
and the stop codon (UAA, UAG or UGA) denotes where it should finish. We observe
that the start codon is translated into an amino acid, but not the stop codon. We should
also note that the 61 non-stop codons are translated into 20 amino acids, so some codons,
known as synonymous codons, translate into the same amino acid. Much more can
be said about the translation process, but since we do not focus on this mechanism in
this thesis, we will not describe it further. Figure 2.3 summarizes the steps leading from
DNA to protein in eucaryotes.
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Figure 2.3: Summary of the steps leading from DNA to protein in eucaryotes. Figure
adapted from [3].
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2.1.2 Organization of the genetic material in a cell

In eucaryotes, the DNA in the nucleus is composed by a set of different chromosomes.
A chromosome is a single, long linear DNA molecule containing not only genes, but
also a considerable amount of interspersed DNA between the genes, called intergenic
regions. A big part of intergenic regions is composed of repeated sequences, or repeats.
Repeats are patterns of nucleic acids that occur in multiple copies throughout the
genome, and can be classified into two broad classes: tandem repeats, when the copies
of a segment of DNA are adjacent to one another, and interspersed repeats, when
the copies are dispersed throughout the genome. Repeat copies evolve independently.
Recent copies will be very similar to each other, while older copies will differentiate
more, due to the accumulation of many mutations, mainly if the copies are not functional.
This allows for the classification of repeats into families, and subfamilies, according to
the similarity between their copies. There are many other details about repeats: some
have been associated with regulatory and structural roles, and their replication and
insertion mechanisms are complex and interesting. However, these details are out of
the scope of this thesis. Finally, a genome is the totality of the genetic information
belonging to a cell or an organism, i.e. the set of chromosomes. Figure 2.4 shows
an overview of the organization of the genome of a cell. The classical definition of a
transcriptome is the set of mRNAs expressed by an organism. We should note, however,
that this definition does not describe the highly dynamic nature of the transcriptome of
an organism. In most species, the genome is essentially the same across all cells at any
given time, and it is expected to just slightly change during the life of an organism. In
contrast, the transcriptome, i.e. the set of expressed transcripts, from cells belonging to
different tissues can be very distinct. Even cells from the same tissue can have remarkable
differences if they are in distinct conditions, caused by e.g. different developmental stages,
or diseases, or external factors, etc. Figure 2.5 shows some of the human transcriptome
complexity across several tissues.

2.1.3 Genomic and transcriptomic variations

We have mentioned that the RNA and, to a far less extent, the DNA molecules of an
organism are not constant, immutable objects. They are dynamic entities that change in
response to different conditions, creating a large number of variations. In this subsection,
we will describe only a part of them, relevant to this thesis.

Some cells contain only one set of chromosomes, and are called haploid. However,
many others contain more than one set: diploid cells contain two sets, triploid cells
contain three sets, and so on. All sets of chromosomes represent the same genetic in-
formation, 4.e. the sets are only duplications of a single set, but they also present some
expected genomic variations. Humans cells, for example, are diploid. The specialized
cells that carry out sexual reproduction, however, are haploid. In the final step of sexual
reproduction, a haploid cell of one parent fuses with a haploid cell of the other, mix-
ing the two genomes and restoring the diploid state. The genomes of both parents are
similar, but not identical, thus a gene can have more than one version. Such alternative
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Figure 2.4: Overview of the organization of the genome, chromosome, genes and inter-
genic regions of a cell. Figure reproduced from |74].

versions are called alleles. The most common allelic variations are Single Nucleotide
Polymorphisms (SNPs) and indels. Single Nucleotide Polymorphisms (SNPs), as
the name suggests, is when a specific nucleotide is different between the alleles. Indels,
a short for insertion/deletions, is when the difference between the alleles are a (generally
small) number of inserted or deleted nucleotides. Longer variations are also possible.
Recombinations occur when either two chromosomes exchange a chunk of DNA, or
one chromosome copies a chunk from another [81]. Genomic variations can also be ac-
quired due to accidents during cell duplication, 7.e. when cells are duplicating, a SNP
can be created by accidentally mutating one base into another different nucleotide. If
this mutation provides the organism a competitive advantage, it is probable that this
variation will be transferred to its offsprings. This mechanism, called vertical gene
transfer, is central to the evolution of eucaryotes. Bacteria, on the other hand, are
able to acquire (long) genetic material, e.g. genes, from other species of bacteria, from
its host or environment, by means other than reproduction or cell duplication, through
horizontal gene transfer (HGT). While the mechanisms of HGT are complex and
interesting, describing them in details is out of the scope of this thesis. Further, other
occasional flaws during cell duplication, can also result in the inappropriate duplication
of just part of the genome, with retention of original and duplicate segments in a single
cell, generating other types of variations. Once a gene has duplicated in this way, one of
the two gene copies is free to mutate and may specialize to perform a different function
within the same cell. Repeated rounds of this process of duplication and divergence,
over many millions of years, have enabled one gene to give rise to a family of genes
that may all be found within a single genome. Genes in two separate species that derive
from the same ancestral gene in the last common ancestor of those two species are called
orthologs. Related genes that have resulted from a gene duplication event within a
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Figure 2.5: Human transcriptome complexity across several tissues. Top: Biological type
and relative contribution to total transcription of the hundred most expressed genes.
Height of the bars is proportional to the fraction that these genes contribute to total
transcription. Bottom: Cumulative distribution of the average fraction of total tran-
scription contributed by genes when sorted from most-to-least expressed in each tissue
(x axis). Lines represent mean values across samples of the same tissue, and lighter-
color surfaces around the mean represent dispersion calculated as the standard deviation
divided by the cumulative sum of all means. Figure and caption adapted from [85].

single genome, and are likely to have diverged in their function, are called paralogs.

In Subsection 2.1.1, we introduced the process of RNA Splicing, in which the introns
are removed from the pre-mRNA in one of the stages of mRNA production. However, the
splicing machinery of a cell can splice the pree-mRNAs in different ways, by recognizing
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different splice sites. This process is called alternative splicing (AS), and allows the
same gene to produce a corresponding set of different proteins. In higher eucaryotes, AS
is not the exception, but the rule: it is estimated that more than 90% of genes in humans
undergo AS [93,129]. The most common pattern of AS is exon skipping. By skipping
some exons, a eucaryotic gene with n exons could, in theory, produce an exponential
number (on n) of different mRNAs, although generally only a fraction of these forms are
experimentally observed. Figure 2.6 shows how AS can produce alternative proteins and
Figure 2.7 explains the different patterns of AS. In the same way that different splice
site choices can produce alternative transcripts from a same gene, so can alternative
transcription sites. More specifically, this means that different transcription start or
termination sites can cause a gene to produce a different protein. Such variations are
termed transcriptional variations.

Exon Exon Exon Exon Exon

Transcription

F Alternative splicing
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Figure 2.6: Alternative splicing creates different proteins. In the top, a gene is shown with
coding regions (exons) in black and numbered, and non-coding regions in grey. In the
middle, we have the pre-mRNA, which can generate different mRNAs and, consequently,
proteins, through the process of alternative splicing. In this case, only exon skipping
events take place: Proteins B and C skip exons 3 and 4, respectively. Figure reproduced
from [113].

Variation identification and analyses are valuable because they might be linked to
important phenotypes or conditions. Such analyses can be done in two contexts: genomic
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Figure 2.7: The different patterns of alternative splicing. Exons are shown as boxes
and introns as straight lines. The zig-zag lines represent the removal (splicing) of a
region. A gene (on the left) produces two different transcripts (on the right) in each
subfigure. Constitutive exons (i.e. that are always included) are shown in yellow and
alternative exons in blue. Red lines denote included introns. (A) Cassette alternative
exon or exon skipping event: a full exon is skipped; (B) Alternative 5’ splice (or donor)
site: the endpoint of an exon is modified; (C) Alternative 3’ splice (or acceptor) site:
the start of an exon is modified; (D) Intron retention: a full intron is retained; (E)
Mutually exclusive alternative exons: whenever exon (1) is retained, exon (2) is spliced
and vice-versa. Figure adapted from [15].

and transcriptomic. Genome-wide association studies (GWAS) can identify which
variations in a set of genomes are possibly linked to given phenotypes through a statistical
framework, giving a measure of confidence on the inferences. As a concrete example,
in one of the works in this thesis [48], we explore which genetic variants between a
population of bacterial strains are highly associated with specific antibiotic resistance
phenotypes, thus suggesting which mutations or horizontal gene transfers provide the
resistance. In another context, transcriptomic analyses usually include the identification
and quantification of gene expression, i.e. identifying which genes are being expressed
and at which quantity. As we have seen, in all cells, the expression of individual genes is
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regulated: instead of manufacturing its full repertoire of possible proteins all the time,
the cell adjusts the rate of transcription and translation of different genes independently,
according to its need. Given two or more conditions, finding a set of genes such that
their expression are fairly contrasted between the conditions usually provides clues to
understand the differences between the given conditions, e.g. such genes or their regulator
genes can be directly related to the conditions. Such studies are termed differential
gene expression analyses. In this thesis, however, we are more concerned with a finer-
grained transcriptome variation analysis by studying differential AS expression analyses.
This could provide clues on which AS events might be related to a given condition or
phenotype.

2.2 Computer Science

We proceed by introducing computer science concepts. Many of them are excerpts re-
produced, combined or adapted from [23]. As such, when a concept is described and no
reference is explicitly given, the reader can assume [23] as reference.

2.2.1 Algorithms

An algorithm is a well-defined computational procedure that takes some value, or set of
values, as input and produces some value, or set of values, as output. An algorithm is thus
a sequence of computational steps that transform the input into the output. Algorithms
are conceived to solve problems. We will usually call the input to a particular problem
an instance of that problem. A classical example are sorting algorithms, which solve
the sorting problem:

Sorting problem

Input: A sequence of n numbers aq,as,...,a,.

Output: A permutation (reordering) a},d), ..., al, of the input sequence such that af <
/ /

ay < ... < a,.

A data structure is a way to store and organize data in order to facilitate data access
and modifications. Algorithms make use of data structures to solve complex problems
efficiently. From a mathematical point-of-view, data structures can be seen as dynamic
sets of elements, that can grow, shrink, or otherwise change over time. Algorithms may
require several different types of operations to be performed on data structures. Such
operations can be grouped into two categories: queries, which simply return information
about the set (e.g. searching for an element, retrieving the minimum or maximum el-
ement), and modifying operations, which change the set (e.g. inserting or deleting an
element).

Analyzing an algorithm consists in predicting the resources that it requires. In this
thesis, we will generally analyze the running time of algorithms, and, in some cases, the
memory usage, under a generic one-processor, random-access machine model of com-
putation. The running time of an algorithm is the number of primitive operations
executed, and we will describe it as a function of the size of its input. We will usually
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concentrate on finding only the worst-case running time, that is, the longest running
time for any input of size n. We will also be just interested in the order of growth of the
running time, usually only on the asymptotic upper bound, denoted by the O-notation.
For a given function g(n), O(g(n)) = {f(n) : 3 positive constants ¢ and ng such that
0 < f(n) < cg(n) for all n > np}. The O-notation gives an upper bound on a function,
to within a constant factor. We define an algorithm as efficient if its worst-case running
time is polynomial, i.e. O(n¥), where n is the size of the input and k is a constant.

Complexity

Problems can be categorized into different classes. Class P consists of problems that are
solvable in polynomial time. Class N P consists of those problems that are verifiable in
polynomial time, i.e. if we were given a certificate of a solution, then we could verify
that the certificate is correct in time polynomial in the size of the input to the problem.
Class NPC, or NP-complete, contains the problems that are in NP and are as "hard"
as any problem in NP. Many problems of interest are optimization problems, in which
each feasible solution has an associated value, and we wish to find a feasible solution with
the best value. NP-completeness applies directly not to optimization problems, but to
decision problems, in which the answer is simply yes or no. However, we usually can
cast a given optimization problem as a related decision problem by imposing a bound on
the value to be optimized. If we can provide evidence that a decision problem is hard,
we also provide evidence that its related optimization problem is hard. If the decision
version of a problem is shown to be NP-complete, we say that its optimization version is
NP-hard.

Let us consider a decision problem A, which we would like to solve in polynomial
time. Now suppose that we already know how to solve a different decision problem B in
polynomial time. Finally, suppose that we have a procedure that transforms any instance
« of A into some instance 8 of B with the following characteristics:

e The transformation takes polynomial time;

e The answers are the same. That is, the answer for « is yes if and only if the answer
for 8 is also yes.

We call such procedure a polynomial-time reduction algorithm and, as Figure 2.8
shows, it provides us a way to solve problem A in polynomial time:

1. Given an instance « of problem A, use a polynomial-time reduction algorithm to
transform it to an instance S of problem B;

2. Run the polynomial-time decision algorithm for B on the instance ;
3. Use the answer for 8 as the answer for a.

To prove the NP-completeness of a decision problem B, we follow a similar frame-
work. We develop a polynomial-time reduction of a known NP-complete problem A into
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instance o | _| polynomial-time instance B |  polynomial-time | Y5 >1> yes
ofA | 7| reduction algorithm of B~ | algorithm to decide B [H5—>{ > no

polynomial-time algorithm to decide A

Figure 2.8: Using a polynomial-time reduction algorithm to solve a decision problem A
in polynomial time, given a polynomial-time decision algorithm for another problem B.
In polynomial time, we transform an instance « of A into an instance § of B, we solve B
in polynomial time, and we use the answer for 8 as the answer for a.. Figure reproduced
from [23].

B. If we can solve B in polynomial time, then we can solve A in polynomial time and
also all problems in class N PC. However, as these problems are unlikely to be solved in
polynomial time, B is also unlikely. Since many problems have been proven to be NP-
complete (a compendium can be found, for example, in [36]), this task can sometimes be
simplified by choosing a "close" NP-complete problem.

Although we will introduce graphs and their related problems only in Subsection 2.2.3,
we will take the liberty here of exemplifying the previous concepts with a graph problem.
It is well known that the shortest path problem in directed graphs with non-negative
arc weight is solvable in polynomial time [28]. More specifically, given a directed graph
G = (V, A) with non-negative arc weight, finding a shortest path from a source s to a
target ¢t can be done in polynomial time. A change to this problem, which seems to be
"slight" at a first glance, produces an NP-hard problem. Let us say now that we want
to find the longest path from s to ¢ in G. Formally:

Longest path problem (LPP)

Input: A directed graph G = (V, A) with non-negative arc weight, and two vertices s
and t¢.

Output: The length of a longest simple path between s and ¢.

The first step to proving that the LPP is NP-hard involves conceiving a decision version
for it, such as:

Longest path problem decision version (LPPD)

Input: A directed graph G = (V, A) with non-negative arc weight, two vertices s and ¢,
and an integer k.

Output: Is there a simple (s-t)-path p € G such that the length of p is > k?

There is a polynomial-time reduction from the Hamiltonian path problem to the LPPD
[36]. The Hamiltonian path problem can be defined as follows:

Hamiltonian path problem (HPP)

Input: A directed graph G = (V, A), and two vertices s and t.

Output: Is there a (s-t)-path p € G such that every vertex v € G is traversed exactly

once?
A proof of the NP-completeness of the HPP can be found in [36]. To reduce the HPP to

the LPPD, we transform G = (V, A) into a weighted directed graph G’ = (V’, A’) such
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that each arc a € A’ has weight 1, and we set k = |V’'| — 1. G’, k and the original s and ¢
vertices given as input to the HPP will compose our input to the LPPD. Finally, it is not
hard to see that there exists a simple (s-t)-path p’ € G’ with length |V’| — 1 if and only
if there exists a (s-t)-path p € G such that every vertex v € GG is traversed exactly once.
Thus we complete the proof, showing that the LPPD is NP-complete and, consequently,
that its optimization version, LPP, is NP-hard.

The practical motivation of proving that a problem B is NP-Complete or NP-Hard
is having a strong indication that it cannot be solved by a polynomial time algorithm. In
other words, we can say that numerous very talented algorithm designers already tried for
years to solve problems as equally hard as B, but were unable to do so. Thus, we can focus
on searching for alternative solutions to the problem. Indeed, showing NP-completeness
is usually not the end of the story, since many problems are too important to abandon
merely because we do not know how to find an optimal solution in polynomial time.
There are several ways to get around NP-completeness: i) if the actual inputs are small,
an algorithm with exponential running time may be perfectly satisfactory; ii) we may be
able to isolate important special cases that we can solve in polynomial time; iii) we might
come up with approaches to find "good" solutions in polynomial time (approximation
algorithms or heuristics). Succinctly, an approximation algorithm guarantees to find,
in polynomial time, a solution to an instance of an optimization problem whose cost is
within a pre-defined ratio in relation to the optimal cost. In other words, approximation
algorithms guarantee to find solutions with a pre-specified quality in polynomial time.
Much more can be said about approximation algorithms and their approximation ratios,
but since the works in this thesis did not make use of such algorithms, we chose to not
develop further. Heuristics, on the other hand, are criteria, methods and principles
used to choose a path, among several, which is believed to be the most adequate in the
search for an objective [96]. Heuristic-based algorithms are usually developed through
the detailed study of problems, in order to acquire specialized knowledge which generally
leads to good solutions. Although heuristics guarantees the output of feasible solutions,
no restrictions are satisfied regarding execution time, or solution quality.

The theory of NP-completeness is much richer than our succinct presentation in the
last paragraphs. The interested reader can find a comprehensive definition of this theory
in a mathematically rigorous way in the book of Garey and Johnson [36].

Enumeration algorithms

Given an enumeration problem P and a set of constraints C', an enumeration algo-
rithm A finds all feasible solutions for an instance I of P, i.e. all solutions satisfying
C. For instance, given a directed graph G = (V, A), listing all paths in G whose length
is smaller than a constant k is considered an enumeration problem. An enumeration al-
gorithm to this problem can be found in [103]. Usually, the number of feasible solutions
for an instance I of an enumeration problem P can be exponential on the size of I and,
as such, the complexity classes described in Subsection 2.2.1 cannot be applied to such
problems, as they deal only with problems having polynomial-sized outputs. Johnson et

al. in [52] thus defined new complexity classes to address such cases. In this thesis, we
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are only interested in compact polynomial delay enumeration algorithms. A polynomial
delay enumeration algorithm satisfies three properties: i) the time elapsed to output
the first solution is polynomial on the input size; ii) the time elapsed between any two
consecutive solutions is polynomial on the input size; iii) the time elapsed between the
output of the last solution and the termination of the algorithm is polynomial on the in-
put size. Fukuda et al. in [34] further defines that a compact enumeration algorithm
is one whose space complexity is polynomial in the input size. We define here compact
polynomial delay enumeration algorithms' as enumeration algorithms having both
the properties from polynomial delay and compact enumeration algorithms.

2.2.2 Strings

An alphabet Y is a finite set of characters. In this thesis, we always assume Y =
{A,C,T,G}, unless otherwise stated. A string s is a finite sequence of elements from an
alphabet, e.g. AATTCTGTA is a string over 3. ¥* is the set of all strings over . Given
a string s, we denote its size by |s|. In the case that |s| = 0, then s is an empty string,
also denoted by e. The concatenation of two strings s and ¢, denoted by st, has length
|s| + |t| and consists of the characters from s followed by the characters from ¢. A string
u is a prefix of a string s if s = uw for some v € ¥*. Similarly, a string w is a suffix of
s if s = zw for some x € ¥*. Given a string s € ¥*, s[i] denotes the i-th element of s,
for any 1 <14 <|s|, and sli, j| the substring s[i]s[i + 1]...s[j] for any 1 <1i < j < |[s].
There are several ways to formalize the notion of distance between two strings. Given
two equal-length strings s and ¢, their Hamming distance, denoted by dg(s,t), is the
number of positions ¢ for which s[i] # t[i] [77]. Another formalization is the edit distance,
which focuses on transforming (or editing) one string into the other by a series of edit
operations on individual characters [40]. The permitted edit operations are insertion of
a character into the first string, the deletion of a character from the first string, or the
substitution (or replacement) of a character in the first string with a character in the
second string. The edit distance between two strings s and ¢ is defined as the minimum
number of edit operations — insertions, deletions, and substitutions — needed to transform
the first string into the second. Note that matches are not counted [40]. The appropriate
string distance measure to use depends on the studied problem. If only substitutions need
to be modeled, then the Hamming distance can be an option. Otherwise, if insertions and
deletions should also be taken into account, then the edit distance is more appropriate.

2.2.3 Graphs

A directed graph G is a pair (V, A), where V is a finite set and A is a binary relation
on V. The set V is called the vertex set of GG, and can also be referenced as V(G). The
set A is called the arc set of G, and can also be referenced as A(G). In an undirected
graph G = (V, E), the edge set E consists of unordered pairs of vertices, rather than

1We note that this definition is not present in the literature. A similar concept can be found in [34],
(strongly) P-enumeration algorithms, which are compact enumeration algorithms whose time complexity
is linear in the output size.
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ordered pairs. Many definitions for directed and undirected graphs are the same, although
certain terms have slightly different meanings in the two contexts. If (u,v) is an arc in a
directed graph G = (V, A), we say that (u,v) is incident from or leaves vertex u and
is incident to or enters vertex v. In the undirected case, we simply say that (u,v) is
incident on the vertices u and v. If (u,v) is an arc in a directed graph G, we say that
vertex v is adjacent to vertex u. When the graph is undirected, the adjacency relation
is symmetric. Given a directed graph G = (V, A) and a vertex v € V, we denote its
out-neighbourhood (resp. in-neighbourhood) by N*(v) = {u € V | (v,u) € A}
(resp. N~ (v) = {u € V | (u,v) € A}), and its out-degree (resp. in-degree) by
dt(v) =|N*(v)] (d~(v) = [N~ (v)|). The degree of v is defined as d(v) = d™ (v)+d~ (v).
In undirected graphs, the out- and in-neighbourhood coincides, and we have only the
definition of neighbourhood of a vertex v, N(v) = {u € V | (v,u) € E}, and its
degree, d(v) = |N(v)|. A vertex v is branching if d*(v) > 1 or d”(v) > 1 in directed
graphs, or d(v) > 2 in undirected graphs. An example of an undirected and a directed
graph can be seen in Figure 2.9.

(a)

Figure 2.9: Examples of graphs. (a) A complete undirected graph with five vertices.
Edge a is incident to vertices 1 and 2. All vertices have a degree of 4. (b) A directed
graph. Vertex 6 has in-degree 2 and out-degree 1.

We say that a graph G’ = (V/, E') is a subgraph of a graph G = (V,E) if V' CV
and E/ C E. Given a subset of vertices V' C V, the subgraph of G induced by
V', denoted by Gy, has V' as vertex set and contains all edges of G that have both
endpoints in V/. Given a subset of edges E/ C E, the subgraph of G induced by FE’,
denoted by Gg/, has E' as edge set and contains all vertices of G that are endpoints
of edges in E’. Given a subset of vertices V! C V and a subset of edges E' C E,
we denote by G \ V' the graph induced by V \ V/ and by G \ E’ the graph induced
by E\ E’. Given two graphs G and H, their union G U H is the graph F for which
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V(F)=V(G)UV(H) and E(F) = E(G)UE(H). Their intersection G N H is the graph
F for which V(F)=V(G)NV(H) and E(F) = E(G)NE(H).

An undirected graph G = (V, E) is weighted if there is a function w : F — R,
associating a weight (or cost) to every edge in the graph. In unweighted graphs, we
do not have a weight associated to edges. However, most algorithms on unweighted
graphs behave equivalently on the weighted version of the graph, where the weight of
each edge is 1. We will assume this and, to simplify, we then associate a function
w : F — 1 to unweighted graphs. The concepts of weighted and unweighted graphs
also apply to directed graphs. A path from a vertex vy to a vertex vg in an undirected
graph G = (V, E) is a sequence vg,v1,...,v, of vertices such that (v;_1,v;) € E for
i=1,2,...,k. The length of p is |p| = Zez(viihvi)epw(e). We assume there is always a
0-length path from w to u. If there is a path p from u to v, we say that v is reachable from
u. A path is simple if all vertices in the path are distinct. All paths considered here will
be simple, unless otherwise stated. A subpath of path p = vg, vy, ..., v is a contiguous
subsequence of its vertices. We say that the subpath p1 = vo...,v; (p2 = vj,...,vk)
is a prefix (suffix) of p for some 0 < i < k (0 < j < k). A path in a directed graph
is called a directed path, and all previous definitions on paths can also be applied to
directed paths. An undirected graph is connected if every vertex is reachable from all
other vertices. The connected components of an undirected graph are its maximal
connected subgraphs. A directed graph is strongly connected if every two vertices
are reachable from each other. The strongly connected components of a directed graph
are its maximal strongly connected subgraphs. As examples, the graph in Figure 2.9a is
connected and thus contains only one connected component. The graph in Figure 2.9b is
not strongly connected, and its strongly connected components are: {1,2,3}, {4}, {5,6}.

In a directed graph, a path p = vg, v1,...,v; forms a directed cycle if vy = v and
the path contains at least one arc. The directed cycle is simple if, in addition, v, ..., vk
are distinct. All directed cycles considered here will be simple, unless otherwise stated.
Given a directed graph G and two distinct vertices s,t € V(G), an (s, t)-bubble consists
of two (s,t)-simple-directed-paths that are internally vertex disjoint. Vertex s is the
source and ¢ is the target of the bubble. In two of our papers [1,2], we allow some cases
where s = t. In such cases, one of the paths of the bubble has length 0, and therefore B
corresponds to a directed cycle. We then say that B is a degenerate bubble. Unless
explicitly stated, the term bubbles reference only bubbles themselves, not degenerate
bubbles. A cycle in an undirected graph G is a subgraph of G such that all its vertices
have even degree. Note that our definition of cycles and directed cycles are very different,
1.e. a cycle can even be a disconnected graph, whereas a directed cycle is connected by
definition. We chose this alternative definition for cycles in undirected graphs in order
to be compatible with the definition adopted by the community of cycle basis, since
in two papers of this thesis [1, 2], we work with this specific definition of undirected
cycles. A cycle that is connected and for which all the vertices have degree 2 is called an
elementary cycle. An elementary cycle is similar to directed cycles, but in undirected
graphs. Figure 2.10 exemplifies cycles, elementary cycles, directed cycles and bubbles.

A tree is a connected, acyclic, undirected graph. If an undirected graph is acyclic
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Figure 2.10: Examples of cycles, elementary cycles, directed cycles and bubbles. (a) A
cycle with three elementary cycles: (1, 2, 3, 4), (4, 5, 6, 7), (8, 9, 10). (b) A directed
cycle. (¢) A bubble.

but possibly disconnected, it is a forest. A rooted tree is a tree in which one of the
vertices is distinguished from the others. We call the distinguished vertex the root of
the tree. In this thesis, when we refer to rooted trees, we usually direct its arcs from
the parents to their children. An orientation of an undirected graph G is a directed
graph G’ such that G’ is a copy of G with oriented edges. Given a directed graph G,
the underlying undirected graph G of G’ is a copy of G’ without the orientation
of the arcs. A biconnected undirected graph G is a connected graph such that, for
any v € V(G), G — v is connected. A biconnected component (BCC) is a maximal
biconnected subgraph of a graph G. Figure 2.11 exemplifies all these concepts.

Given a set of elements &, representing an element space, an addition (or combi-
nation) operator O : E X E — E | and a subset G of &, the set of all elements that can
be generated using O starting from elements in G is called the span of G. If G spans &,
then G is called a generator. Further, if G is minimal, i.e. there is no element e € G
which can be obtained by adding elements in G — e, then G is called a basis. We can
apply these notions to cycles. Given an undirected graph G = (V| E), we can combine
two cycles C1 and Cs of G through the symmetric difference operator, denoted as
+. The symmetric difference operator applied to C; and Cy produces a subgraph Cj
induced by the edges of (E(C1) U E(C2)) \ (E(C1) N E(Cy)), which is again a cycle [39].
The cycle space C of G is the set of all cycles of G. The cycle space is thus closed under
the symmetric difference operator, as C1 + Cy always results in a cycle, for any C; € C
and Cy € C, and can be represented as a vector space over Z%, where Z¥ is the field of
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Figure 2.11: Examples of BCCs, tree, rooted tree, oriented graph and underlying undi-
rected graph. (a) An undirected graph G. (b) The three BCCs of G. (c¢) A tree of G. (d)
A rooted tree T' of G with root r = 4. (e) A directed graph G’, which is an orientation
of G. G is also the underlying undirected graph of G’. Note that T is also an oriented
tree of G'.

two elements indexed by E' [54]. Given a cycle C, the vectorial representation V' of C' is
such that V. = 1 if and only if e € C. The addition and the multiplication by a scalar of
cycles represented as vectors can be defined as the addition and the multiplication by a
scalar of integer vectors taken modulo 2. An intuitive way of finding a cycle basis is to
represent the cycle space as a vector space. As such, the vector basis of the corresponding
cycle space is a cycle basis. In informal terms, cycle bases are a compact description of
the set of all cycles of a graph. Figure 2.12 shows the combination of two cycles through
the symmetric difference operator, and the cycle basis of a graph G.

As with cycle bases in undirected graphs, we can also define a symmetric difference
operator, but whose operands are bubbles. Given two bubbles By and Bs, the constrained
symmetric difference operator A is such that B1ABs is defined if and only if the subgraph
induced by the arcs of (A(B1) U A(B2)) \ (A(B1) N A(B2)) is a bubble. Otherwise, we
say that B1ABs is undefined. Since not all pairs of bubbles of G are combinable (e.g.
a trivial example is two disjoint bubbles), the bubble space is not closed under A, and
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Figure 2.12: Cycle basis and cycle combinations. (a) An undirected graph G. (b)
The cycles ci-c4 compose the basis of the cycle space of G. (c) A cycle ¢5 of G is
the combination of cycles ¢o and ¢4. During the combination, the edges to be removed
(present in both ¢y and ¢4) are highlighted in red, and the edges to be kept (present in
either co or ¢4) are highlighted in green.

therefore it does not form a vector space over ZQE . Thus, as the bubbles space cannot be
represented by a vector space, the techniques used to find a basis of a vector space cannot
be applied to find a basis of the bubble space. New techniques must be developed, and
we explore some of these in two papers in this thesis [1,2].

2.3 Bioinformatics

The last section of this chapter introduces bioinformatics concepts. The definitions here
described will make use of those contained in both Sections 2.1 and 2.2.

2.3.1 DNA and RNA sequencing

DNA sequencing is the process of obtaining the DNA sequence from a set of cells. Like-
wise, RNA sequencing is the process of obtaining the sequences of the mRNAs that are
being expressed by a set of cells. More precisely, mRNAs are extracted and complemen-
tary DNA (cDNA) chains are synthesized by the reverse transcriptase enzyme from some
template mRNAs, which are then sequenced. Although it is also possible to sequence
mRNAs directly [35,92], in this thesis whenever we refer to RNA sequencing, we mean
c¢DNA sequencing, unless otherwise stated. DNA and RNA sequencing are fundamental
inputs to many bioinformatics problems: many projects and studies take sequenced data
as the starting point to answer complex biological questions. The output of sequencing
is a set of strings called reads, which are substrings of the nucleotide sequence of the
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chromosomes, in the case of DNA, or of the mRNAs (¢cDNAs), in the case of RNA. We
will not describe how these sequencing technologies work, since this can be very technical
and out of the scope of this thesis. We will mainly focus on the characteristics of their
output, and on their cost. The interested reader can find more details in [116] and [37].
We can define three major breakthroughs in sequencing technology: Sanger Sequencing,
Second generation sequencing (2GS) and Third generation sequencing (3GS).

Sanger Sequencing

The Sanger Sequencing was the first practical sequencing technology. It is mainly used
in two contexts: shotgun de novo sequencing and targeted resequencing. In shotgun de
nowvo sequencing, DNA is randomly fragmented and then cloned into a high-copy-number
plasmid. In targeted resequencing, PCR amplification is carried out with primers that
flank the target. The output of both approaches is an amplified template, which then goes
through two other processes (abstracted in this text, but details can be found in [116])
until the final sequences. Sanger sequencing can achieve read-lengths of up to 1,000 bp,
and per-base raw accuracies as high as 99.999% [116]. The main problem with Sanger
Sequencing is its cost. As highlighted in [116], Sanger sequencing might require expen-
sive reagents, processing of multiple samples in 96- or 384-well formats, maintenance of
capillary-based sequencers, extensive bioinformatics infrastructure to handle the flow of
data and dedicated support staff to maintain complicated equipment. In an informal
survey done by Shendure et al. in [116], the overall cost to conventionally sequence the
DNA sequences of 100 genes from 100 samples, assuming each gene has an average of 10
exons, ranged from $300,000 to over $1,000,000. Shendure and Ji [116] estimate that the
cost of Sanger sequencing is on the order of $500,000 per Gbp. This cost is beyond the
range of most individual laboratories.

Second generation sequencing (2GS)

The Second generation sequencing (2GS) was conceived to i) reduce the per-base
cost of sequencing by several orders of magnitude, and ii) reduce the infrastructure re-
quirements for sequencing. However, this improvement also comes with some disadvan-
tages: 2GS reads are a lot shorter than Sanger reads, and their error-rate is higher.
Therefore, the focus of genomic studies have changed. Before, the hardest task was to
generate data. Due to the low cost of 2GS, many research institutions and laboratories
were able to sequence DNAs at an affordable cost. 2GS also popularised transcriptomic
studies with RNA sequencing. As such, 2GS was heavily employed in several applica-
tions other than de novo genome assembly, such as: large-scale and targeted polymor-
phism discovery, discovery of inherited and acquired structural variation, quantification
of gene expression and alternative splicing, microRNA profiling, genome-wide mapping
of protein-DNA interactions, etc (see [116]). The low cost of 2GS data and their wide
application resulted in innumerous 2GS datasets being produced and made available to
the community. The huge amount of data sequenced in each experiment and the fact
that 2GS reads are shorter and less accurate than Sanger reads motivated the develop-
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ment of a plethora of algorithms and methods to efficiently process this type of data.
2GS approaches fall under two broad categories: sequencing by ligation and sequencing
by synthesis [37]. To keep this section succinct, we will skip the 2GS technical details
and focus in one specific sequencing by synthesis technology: Tllumina. This choice is
supported by a practical motivation: the large majority of available 2GS datasets in the
literature is Illumina data, as are all the 2GS datasets in the works performed in this
thesis. It is worth observing that in this sequencing technology, DNA /RNA molecules are
also fragmented into millions of pieces, and the fragments’ ends are sequenced. Although
the Illumina instruments are unable to sequence reads as long as Sanger sequencing,
they can provide paired-end reads, i.e. a pair of reads coming from both ends of
one specific fragment. Further, it is also possible to know the approximate distance be-
tween paired-end reads, which can help algorithms and methods to process such data.
We note that fragments are obtained through random breakage, and although we can
select a range of fragment length (by migrating on a gel), fragment length cannot be
precisely chosen. However, fragment lengths follow a normal distribution, with a mean
usually in the selected range. Current common Illumina sequencers, like [llumina HiSeq
4000, are able to sequence 150-bp paired-end reads, with a throughput of 650-750 Gbs,
a 0.1% substitution error-rate, with an approximate cost of $22 per Gb [37]. There are,
however, several models of Illumina sequencers, like the less powerful benchtop series
(iSeq, MiniSeq, MiSeq, NextSeq), and the new NovaSeq series, which outperforms the
HiSeq series [47]. However, we will assume Illumina HiSeq 4000 as the default 2GS se-
quencing instrument (in this thesis, custom 2GS sequencing involved a Illumina HiSeq
2500 in [11] and Illumina HiSeq 4000 in |76]). 2GS sequencers present two characteristic
disadvantages when compared to Sanger sequencing: i) 2GS read length is shorter? (the
Mlumina instruments reach a maximum of 300 bps compared to 1000 bps from Sanger);
ii) 2GS error rate can be 100-fold higher than the Sanger’s error rate (0.1% compared to
0.001%) [37]. However, these disadvantages are overcome by its two main advantages:
i) more than 20,000 times cheaper (Illumina HiSeq 4000 costs around $22 per Gb, while
Sanger sequencing around $500,000 per Gb); ii) far simpler infrastructure requirements
for sequencing.

Third generation sequencing (3GS)

Many complex genomes contain several long repetitive elements, copy number alterations
and structural variations. In many cases, these elements are so long that 2GS reads
are insufficient to resolve them (this issue will be further explored in Subsection 2.3.2).
Third generation sequencing (3GS) are recent sequencing technologies producing
reads with several kilobases, allowing for the resolution of these large structural features.
Such long reads can span complex or repetitive regions with a single continuous read,
thus eliminating ambiguity in the positions or size of genomic elements. Long reads
can also be useful for transcriptomic research, as they are capable of spanning entire

2454 pyrosequencing reached up to 1000 bps, 700 on average, but their very high cost was not
competitive, and, as such, these sequencers are not available anymore [37].
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mRNAs,; allowing researchers to identify the precise connectivity of exons and discern
gene isoforms |37].

There are two main 3GS technologies: single-molecule real-time sequencing (SMRT)
and synthetic approaches. The latter rely on 2GS technologies to produce long reads in
silico. In this thesis, we will describe only the former, SMRT sequencing, since it is only
the type of 3GS technology explored in this thesis (in [75,76]).

The two dominant SMRT sequencing approaches are Pacific Biosciences (PacBio)
and Oxford Nanopore Technologies (ONT). The main problem of both technologies are: i)
high error rate, from 10 to 15%; ii) cost higher than Illumina (1 to 2 orders of magnitude);
iii) lower throughput than Illumina. It is not easy to keep track of the technological
improvements of both these technologies. They are evolving so fast that a review from
2016 [37], for example, could be considered outdated nowadays. Therefore, we will not use
papers to refer to the characteristics of the PacBio and ONT sequencing instruments, but
communications from the companies themselves. Although this can provide an updated
source of information, it can also be biased.

In PacBio sequencing, the high error rate can be dropped down, even to the level
of Mlumina error rate. A sensitive parameter to produce highly accurate PacBio reads
is the size-selection, which will select which target sequences will be sequenced based on
their size. The shorter a target sequence is, the lower its error rate will be. Skipping
details, before sequencing takes place, the target sequence is transformed in a circular
sequence. This circular sequence can be sequenced over and over again if the read length
exceeds the target length. For example, if the current read being produced will have
around 50kb, and the target sequence is 5kb long, then the raw PacBio read, called
continuous long read (CLR), will contain around 10 copies of the target sequence.
Each such copy is called subread, and the consensus of all subreads is a Read of Insert
(ROI). However, if a target sequence is too long to be sequenced multiple times, only a
(partial) single subread is generated. A nice feature of PacBio sequencing is the absence
of systematic sequencing errors: errors are randomly distributed. Therefore, if a CLR
contains enough copies of a target sequence, its ROI will represent a fragment of DNA of
several kbs and low error rate (>99% accuracy can be reached with 15 copies [31,102]).
As expected, longer target sequences yield fewer copies in a CLR, and therefore produce
less accurate ROIs. In a PacBio communication [13], it is shown that the most recent
PacBio instrument (PacBio Sequel) outputs reads (CLRs) with an average length of 30kb.
In one experiment, by size-selecting target DNAs with more than 20kb, half of the output
base pairs are in reads with more than 45kb (also known as N50 > 45kb), and the length
of the 5% longest reads exceeds 150kb. If the size-selection procedure targets sequences
with less than 20kb, N50 > 190kb, and the length of the 5% longest reads exceeds 280kb.

ONT sequencing has, theoretically, no instrument-imposed limitation on the size
of reads that can be generated [62]. However, recent results show similar read lengths
as PacBio’s. Ultralong reads protocols, such as the one described in [51], achieved an
average read length of 24kb and N50 around 100kb. However, ONT also achieved the
first ever >1 Mbp read in December 2017 [121]. The main advantages of ONT in relation
to PacBio are: i) portability — one of the ONT instruments, MinION, weighs under
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100g, and plugs into a PC or laptop, no additional computing infrastructure is required,
thus its usage is not constrained to a laboratory environment; ii) lower instrument cost;
iii) ability to sequence RNA directly. The main disadvantages are: i) unlike PacBio,
ONT presents systematic indel sequencing errors in homopolymer runs (sequences of
consecutive bases, in practice, runs with more than 6 bases can already be problematic);
ii) ONT’s 1D? protocol reduces errors by sequencing a target DNA twice (similar to
PacBio’s ROIs). However, it is unable to lower the error rate to the PacBio level due
to systematic sequencing errors and the number of copies being too small (maximum of
two).

Main differences between DNA and RNA sequencing

While DNA and RNA sequencing share a lot of similarities, they also present striking
differences. In DNA sequencing, all sequencing technologies explained in the previous
subsections generally achieve an almost uniform coverage of the genome, i.e. at any
given position of the genome there is an average number of reads covering it (e.g. on a
50x sequencing, we have on average 50 reads covering any position of the genome). In
RNA sequencing, we do not have a uniform read coverage of the expressed transcripts,
due to the different levels of isoform expression. Some transcripts are highly expressed,
and therefore highly covered, while others are lowly expressed and thus lowly covered.
Sequencing errors derived from reads from a highly expressed transcript may be more
abundant than correct bases derived from reads from a transcript that is not highly
expressed [38]. Therefore, dealing with errors in RNA sequencing is more complicated
than in the DNA context. Moreover, read coverage may be uneven across the transcript’s
length, owing to sequencing biases [38]. The mRNA can also be degraded when collected
to be sequenced, which results in partial transcript sequencing, mostly observed with
3GS (staircase effect). Further, the most commonly used protocol to extract RNA yields
pre-mRNA fractions between 5 and 15% [122]. This small mix of pre-mRNA can cause
issues on processing the data, if not addressed correctly [77]. While 3GS has the power
to provide the full transcript structure, the large majority of mRNAs do not exceed a
few kilobases. Therefore, having the ability to sequence very long reads might not be
as useful as in the DNA scenario. However, PacBio takes advantage of sequencing reads
longer than transcripts by having several copies of a target mRNA in a single CLR,
creating very accurate ROIs, even for poorly expressed genes. Size selection is however
an issue, as it favours some transcripts over others, and produces biased quantifications.

2.3.2 Processing of 2GS and 3GS data

In this section, we describe some means to process 2GS and 3GS data. We will restrict
ourselves only to the methods and analysis pipelines in the scope of this thesis.
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References

A reference genome is a set of strings that try to represent the nucleotide sequences of
an organism’s chromosomes. The reference genome is usually the best assembled genome
for a given species, normally built using high-quality data from different sequencing ma-
chines and several assembly methods, validated by post-assembly analyses. However, it
is still an haploid version of the genome of a single random individual, and does not
represent the polymorphisms present in this individual, and in population from which
this individual was extracted. In many applications, the value of the genome is only as
good as its annotation [118]. Genome annotation is the process of taking the raw
DNA sequence produced by the genome-sequencing projects and adding layers or tracks
with biological information and interpretation about specific fragments of DNA [118]. A
concrete example is taking a newly sequenced genome and identifying which segments
of the DNA sequence correspond to genes, and repeats, for instance. In addition, the
genes can be further annotated by identifying novel transcription and splice sites, and
the function of each alternative transcript. Repeats can be classified into different fam-
ilies, based on their similarity. Finally, the aim of high-quality annotation is to identify
the key features of the genome: genes, splicing sites, alternative transcripts, non-coding
RNAs, regulatory regions, repetitive elements, variations, etc [118]|. A reference tran-
scriptome is the set of known mRNA sequences of an organism. It can be obtained
from the genome annotation.

Read mapping or read alignment

Read mapping or read alignment is the process of determining the most likely source
within a reference genome sequence for the observed sequencing read, given the knowledge
of which species the read has come from. In the absence of a reference genome for the
studied species, sequencing reads may also be aligned to other genomes, assuming the
evolutionary distance between the genomes is appropriate |[32|. Genomic read mapping
algorithms aim at determining the fragments of a genome that are very similar to a given
read, i.e. the edit distance between the read and such fragments must be small, bounded
by a function on the species polymorphism rate and the sequencing technology error rate
[32]. In one situation, aligning DNA and RNA-sequencing reads to a reference genome
can be very different. This happens when a RNA-sequencing read spans two or more
exons. In this case, the mapping algorithm must be aware that a read can be mapped in a
genome with long gaps, which represent the introns between the spanned exons. Methods
implementing such algorithms are known as splice-aware mappers. In some works of
this thesis, we make use of such mappers to align 2GS and 3GS RNA sequencing reads.
Among the most appropriate splice-aware mappers, we can cite: BBMap [18], gmap [130],
Hisat2 [56], minimap2 [71], STAR [29], and Tophat2 [57].

Transcriptome and genome assembly from 2GS data

Transcriptome (genome) assembly is the task of assembling the original transcrip-
tome (genome) from a set of sequenced reads. There are two approaches for transcriptome
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(genome) assembly: reference-based and de novo. Here we will focus mainly on de novo
transcriptome assembly from 2GS data. Assembling transcriptomes from short reads
is not a trivial task. Grabherr et al. 38| highlight some of these difficulties: (i) some
transcripts have low coverage, whereas others are highly expressed; (ii) read coverage
may be uneven across the transcript’s length, owing to sequencing biases; (iii) reads with
sequencing errors derived from a highly expressed transcript may be more abundant than
correct reads from a transcript that is not highly expressed; (iv) transcripts encoded by
adjacent loci can overlap and thus can be erroneously fused to form a chimeric tran-
script; (v) data structures need to accommodate multiple transcripts per locus, owing
to alternative splicing; and (vi) sequences that are repeated in different genes introduce
ambiguity.

A reference-based transcriptome assembly algorithm uses alignments of reads
to the genome to identify clusters of reads that represent potential transcripts. It then
builds transcript assemblies from these alignments. If paired-end reads are available,
they improve the ability of the assembler to link together exons belonging to the same
transcript [99]. Some advantages of reference-based strategies are: i) very high sen-
sitivity, since a few reads mapping to a known isoform can be enough evidence for its
identification; ii) performance, since the underlying algorithms of such methods are aided
by high-quality references, usually translating into faster methods. Their disadvantages
include: i) the resulting assemblies might be biased towards the used reference, and true
variations might be discarded in favour of known isoforms; ii) unsuitable for samples
with a partial or missing reference genome [38]; iii) such methods depend on correct
read-to-reference alignment, a task that is complicated by splicing, sequencing errors,
polyploidism, multiple read mapping, mismatches caused by genome variation, and the
lack or incompleteness of many reference genomes [38,105]; iv) sometimes, the model
being studied is sufficiently different from the reference because it comes from a differ-
ent strain or line such that the mappings are not altogether reliable [114]|. Some of the
state-of-the-art methods for reference-based transcriptome assembly are: Cufflinks [126],
MISO [53], Scallop [115], Scripture [41], StringTie [99], Traph [124], and Traphlor [60].
De novo transcriptome assembly, on the other hand, uses only the information
from the reads, being agnostic to any additional external information. Some advantages
of de novo strategies are: i) they do not require any read-reference alignments, important
when the genomic sequence is not available, is gapped, highly fragmented or substantially
altered, as in cancer cells [38]; ii) the fact that they are applicable to the discovery of tran-
scripts that are missing or incomplete in the reference [42]. The disadvantages include: i)
the assembly of short reads is itself difficult, and only the most abundant transcripts are
likely to be fully assembled [42]; ii) reconstruction heuristics are usually employed, which
may lead to missing infrequent alternative transcripts while highly similar transcripts are
likely to be assembled into a single transcript [84]; iii) de novo methods usually require far
more computational power than reference-based strategies. Some of the state-of-the-art
methods for de novo transcriptome assembly are: Oases [114], SOAPdenovo-Trans [132],
Trans-ABySS [105] and Trinity [38].

Reconstructing full-length transcripts from short reads in a de novo context is chal-
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lenging. The outcome of this process could lead to misassemblies, like chimeric or trun-
cated transcripts. An assembled chimeric transcript is an artificial isoform composed
of parts from two or more real isoforms. Chimerism usually happens when assemblers
try to infer the correct assembly, despite not having enough information to do so. Even
with perfect reads and uniform coverage across the transcripts, alternative splicing might
induce ambiguities in the assembly process that short reads data are incapable to solve.
This is particularly true when two transcripts have similar expression. A small example
of full-length transcriptome assembly difficulty, which can lead to chimerism, can be seen
in Figure 2.13. Sometimes, some assemblers choose the alternative to be conservative, i.e.
not extending the assembled sequence due to the risk of creating chimeric transcripts, but
then producing truncated transcripts. An assembled truncated transcript is a partial
isoform of a real isoform. Although such conservative strategy can lead to an accurate
assembly, it will produce a very fragmented one, which is not desirable. Transcript trun-
cation can be observed mainly when transcripts share inter-gene repeats, i.e. repeats
present in several unrelated genes. In such cases, the choice an assembler has to make is
far more complicated than the theoretical situation depicted in Figure 2.13, occasionally
leading to the assembler making no choice and thus truncating the transcript. As a real
example, Figure 2.14 shows a transcript assembled by Trinity [38] in a real dataset whose
end was truncated due to a high-copy-number repeat. Many factors contribute to the
hardness of full-length transcriptome assembly. The main issue is certainly that reads are
short, and can therefore be ambiguously assigned to multiple transcripts. In particular,
in the case of alternative splicing, reads stemming from constitutive exons can be as-
signed to any alternative transcript containing this exon. Finding the correct transcript
is often not possible given the short read data, and any choice will be arguable [107].

The issue presented in Figures 2.13 and 2.14 is not specific to transcriptomics. We
have a similar scenario in genomics, when sequencing reads (or fragments) are shorter
than repeats. This short read/long repeat issue is an old problem that has been around
since the first algorithms for genome assembly. Even though the problems repeats cause
in both DNA and RNA contexts are similar, they have also some characteristics that
are specific to each. In genome assembly, repeats tend to be longer and present in more
copies. In transcriptome assembly, constitutive exons between different isoforms from a
same gene can be regarded as repeated sequences connecting unique regions. Paralog
genes compose a special case, which can affect both contexts. Such genes can indeed be
seen as genomic repeats, and if more than one copy of a paralogous family is expressed, it
can also cause repeat-related issues to transcriptome assembly. Further, genomic repeats
can also be located within genes, although they tend to be shorter and in fewer copies.
This is specially true when genes host transposable elements within their introns, and
less frequently but still present, within their UTRs and also as exons (e.g. exonised
repeats). Even if a repeat-containing intron is spliced out in the splicing phase, this
intron, and consequently the repeat, can still be present in RNA-seq data. The most
commonly used RNA extraction protocol yields pre-mRNA fractions around 5% [122].
Thus, more introns than expected are sequenced, generating problems for transcriptome
assemblers, particularly when such introns contain several members of a specific repeat



2.3 Bioinformatics 57

(A) GENE G

—' A |—| B |—| c |—| D H E l—w

(B) TRANSCRIPTS

TRANSCRIPT 1 | A | B | D I Ei m
[¢]

TRANSCRIPT 2 I A | C | D | E

L_a [ 8 | o [ e [Jef

(D) ASSEMBLY GRAPH

s ]
. 5 :

(E) POSSIBLE ASSEMBLIES

{ L a |
Correct
LA |
{ L a |
Chimeric
LA |

Figure 2.13: A theoretical scenario showing a small example of full-length transcriptome
assembly difficulty, which can potentially lead to chimerism. (A) A gene G with its exons
represented as boxes and introns as lines (this example is not realistic since normally
introns are way longer than exons, but we will take the liberty of drawing very short
introns due to illustration purposes); (B) The two expressed transcripts from G; (C) A
perfect paired-end sequencing of both transcripts: error-free, uniform, and deep read
coverage through the transcripts; (D) Any de novo assembler, be it based on graphs
or other models, will eventually have to make decisions which are equivalent on how
to assemble paths in the depicted assembly graph. Observe that the vertices’ colouring,
which allows us to differentiate which vertices are common and unique to each transcript,
are not available to assemblers; (E) The possible assemblies can be correct or chimeric.
Since the length of the fragments is shorter than the common region (exons D and E) of
both transcripts that connects their unique regions (exons B, C, F, and G), there is no
read information connecting exons B and G or exons C and F. In this situation, assemblers
might use the coverage information to distinguish unique regions from both transcripts
and try to correctly assemble them. However, even in this simple example, if transcripts
have similar expression, it is unclear how to differentiate the correct assemblies from the
chimeric ones. In real datasets, heterogeneity of coverage across the transcripts makes
this task even harder.
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Figure 2.14: A real scenario in a human dataset where a transcript was truncated due
to a short interspersed repeat, an Alu, which is present over one million times in the
human genome. This small neighbourhood view around the transcript already shows
how complex it is to make a decision. Transcriptome assemblers will usually employ
techniques to remove paths that are unlikely to be correct, but the decision is still far from
being trivial and error-prone. Thus, some assemblers decide to truncate the transcript.
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family. Therefore, we can say that alternative splicing, paralogy and genic repeats causes
issues and complicates the transcriptome assembly task.

Some strategies have been employed by the vast number of assemblers developed
in the last years to try to cope with the short read/long repeat issue. One of the most
well known is Myers’ A-statistics [87,89]. It uses the coverage of a sequence to discrim-
inate contigs that correspond to repeats, as the coverage is related to the copy-number
of the repeat in the genome. However, in the RNA context, the coverage of a gene re-
flects mostly its expression level. RNA-seq specificities complicate the application of a
genomic repeat-solving strategy to the transcriptomic context. Although some strategies
managed to be successful in some scenarios, this issue can only be reliably solved with the
read information. As such, many complex and repeat-dense regions a genome are being
correctly assembled only in the recent years, with the advent of 3GS, which is able to
span far longer repeats than 2GS. In the case of transcriptome assembly, 3GS reads are
usually able to sequence full-length transcripts directly, thus eliminating the assembly
step altogether. Such long reads are able to completely describe the isoforms’ structure,
revealing previously unknown distant exon couplings.

De novo assembly using de Bruijn Graphs

The two main approaches for de novo assembly are based on the Overlap-Layout-Consensus
strategy and on de Bruijn graphs. In short, the Overlap-Layout-Consensus (OLC)
strategy, as the name suggests, is composed by three phases. The first phase, overlap,
computes all the overlaps between all pair of reads in order to find significant prefix-suffix
overlaps (which can be inexact). In this phase, some optimizations can take place in or-
der to avoid computing fruitless overlaps, and an overlap is considered significant if it
exceeds a score or length threshold. The overlap graph OG = (V| E) is then built, where
V is the set of reads and (ri,72) € E if there is a significant overlap between a suffix
of r1 and a prefix of r. As the overlap graph can be complex and tangled, the layout
phase simplifies it, with the goal of linearizing it. The most common simplification in this
step is the transitive reduction [86]. In the last phase, consensus, paths are enumerated
which theoretically correspond to the original sequenced molecules. The OLC strategy
is fit for sequencing technologies that produce longer but fewer reads, and is able to han-
dle a high-rate of sequencing errors through inexact overlaps. Thus it was successfully
applied to Sanger data, and now it is making a comeback due to the characteristics of
3GS reads [19]. The computational burden of the overlap phase restricted a bit its use
on 2GS reads, due to the fact that such reads are short and massively produced, but
it was still appropriate for processing 454 data. As such, the OLC strategy has been
applied to several Sanger and 2GS assemblers, e.g. CAP3 [46], Celera [87], Edena [44],
Newbler [83], etc. More recently, it has also been applied to 3GS reads, e.g. Canu [12],
Miniasm [70], LQS? [78], etc. However, as this thesis does not focus on OLC strategies,
we will not develop further on this approach.

The majority of the works in this thesis is based on de Bruijn graphs. Here, we

3This assembly pipeline does not have a proper name, LQS are the initials of its authors’ names.
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describe this data structure. Given a string s, a k-mer is a substring of s of length k.
Given an integer k and a set S of strings each of length n > k, we define span(S, k)
as the set of all distinct k-mers in S. The (directed) de Bruijn graph (DBG) of a
set S of strings with order k is the graph Gg(S) = (V, A) where V = span(S, k) and
(u,v) € A if and only if u[2, k] = v[1,k — 1]. Informally, DBGs are directed graphs that
efficiently represent much of the information contained in a set of sequences. Vertices
represent all the unique k-mers, and arcs represent (k-1)-exact-overlaps between k-mers.
See Figure 2.15A-B for an example of a DBG.

(A) DBG representsoverlaps between strings
= DBG with k=4

51 ..CCTTCGC..
CCTTCG

= ~—GTT—(T

All strings of length k=4 are considered Overlaps of length k-1=3 are represented by edges in the graph

52 .

—_—

(B) A point mutation issummarized asa bubbleinthe graph

51 ..CCTTCGCTAGTA.. e TCGC—>CGCT—> GCTA— CTAG~
[TIIT1 (11 5 =—CCTT—CTTC—TTC TAGT —AGTA—>
s2 .CCTTCGATAGTA.. L T

(C) DBG can be compacted

DBG with k=4 TCGC—*CGCT—'GCTA—’CTAG\- compacted DBG (CDW‘“<TCGCTAG\

CCTT— CTTC— TTCG< G TAGT — AGTA > CCTTCE _JTAGTA
TCGA— CGAT—GATA—ATAG TCGATAG

Figure 2.15: Compacted DBG construction over a set of sequences differing by a single
point mutation. In this example, two sequences s; and s of length 12 differ by a single
letter. (A) All k-mers (k = 4) present in these sequences are listed. A link is drawn
between two k-mers when the £ — 1 = 3 last nucleotides of the first k-mer equal the
3 first nucleotides of the second k-mer; (B) The bubble pattern represents the SNP C
to A; each branch of the bubble represents an allele; (C) Linear paths of the graph are
compacted; the compacted DBG of the example only contains four vertices (unitigs) and
represents the same variation as the original DBG, which contained 13 vertices (k-mers).
Figure reproduced from [48|.

The abundance of a vertex v € Gi(95), denoted by a(v), is the number of times its
associated k-mer appears in S. The relative out-abundance (in-abundance) of an
arc e = (s,t) € Gi(9) is ra™(e) = a(t)/ Yo pen+s av) (ra”(e) = a(s)/ X ,en- ) alv)).
An arc (u,v) € A is called compressible if d*(u) = 1 and d~(v) = 1. The intuition
behind this definition comes from the fact that every path passing through u should
also pass through v. It should therefore be possible to "compress"’ or contract this arc
without losing any information. A compressed de Bruijn graph (¢cDBG) (some
authors also use the term compacted de Bruijn graph) can be obtained from a de
Bruijn graph by replacing, for each compressible arc (u,v), the vertices u,v by a new
vertex z, where N~ (z) = N~ (u), N*(z) = N*(v) and the label is the concatenation of
the k-mer of u and the k-mer of v without the overlapping part (see Figure 2.16). This
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process is repeated until no compressible arc remains. An alternative similar approach
to create cDBGs is by merging linear paths (sequences of vertices not linked to more
than two other vertices) of the DBG into a single vertex, with the label of this vertex
being the sequence spelled by the linear path. The vertices of cDBGs are called unitigs.
Figure 2.15C shows an example of constructing a cDBG.

ACT GAT |ACT| | GAT|
CTG TGA
il Fct]  [cag]
(a) (b)

Figure 2.16: Example of compressible arc in a DBG. (a) The arc (CTG, TGA) is the
only compressible arc in the given DBG (k = 3). (b) The result of compressing the arc.
Figure reproduced from [77].

DBGs were extensively used in processing Illumina reads, due to some reasons. The
first one is efficiency. Usually, the first step in building a DBG is breaking reads into
k-mers it is far more efficient computationally to work on the set of unique k-mers than
on the set of Illumina reads. The information lost due to breaking reads into k-mers is
not a severe issue when working with Illumina data, since such reads are shorter than
Sanger and 3GS reads, and not so longer than the k-mer size. Further, DBGs can be
efficiently implemented through data structures that allow fast (amortized) insert and
query operations, as it can be viewed as a set of elements (k-mers). As such, DBGs can
be efficiently implemented through specialized structures, such as hash tables [23], bloom
filters |21, 30], FM-indexes [10,81], etc. Therefore, DBG construction avoids altogether
the expensive all-pairs read overlap of the OLC approach, being more suitable to the
massive [llumina datasets. A second reason lies on the fact that Illumina reads have low
error-rate and very high throughput. Thus, the probability of having error-free parts
of short reads covering a region is very high, and therefore the issue that DBGs do not
model inexact overlaps is minimized. Further, in some applications, like searching for
small genomic variations, such as SNPs and small indels, explicitly representing each
base from the input reads can be an advantage. We should expand, however, on one
of the biggest flaws of modeling sequences through DBGs: the fact that DBGs lose the
information that a set of k-mers came from the same read, which can be valuable. As
an example, it might not be possible to correctly assemble two different transcripts that
share a common substring s with |s| = k, if the read information is lost. However, as
the read length is normally larger than k, the resolution of such short repeats is possible
using the read information. When the length of the reads becomes larger, and the read
information becomes more valuable, then the use of the classical DBG is arguable, with
approaches utilizing the full read length, like OLC, maybe performing better.

DBG-based assemblers usually present a common set of steps. The first is, as ex-
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pected, building the DBG from the set of raw reads. The second is graph simplification,
where bubbles, tips (short dead-ends), arcs and vertices likely corresponding to sequenc-
ing errors are removed and the graph becomes smaller and more linear. In general, global
assemblers are usually not interested in small genomic variations, and thus remove bub-
bles induced by true SNPs/indels. Assemblers can differentiate sequencing error artifacts
from true variations using coverage. In a diploid genome, for example, both paths of a
bubble due to a SNP are expected to have similar coverage, while in a sequencing-error-
induced bubble, the erroneous base would spell a very low coverage path. Sequencing
errors removal is trickier in the RNA context due to: i) errors in highly expressed genes
generating k-mers sometimes more frequent than correct k-mers in non-highly expressed
genes; ii) SNPs in poorly expressed genes may be mistaken for sequencing errors due to
the low number of reads supporting each allele; iii) transcripts exhibit a 5 to 3’ hetero-
geneity of coverage due to technical sequencing reasons. Genome assemblers are usually
more aggressive than transcriptome assemblers in this step, since their goal is to assemble
the reads into few sequences, and they can rely on an almost uniform coverage across
the genome. Transcriptome assemblers cannot afford to be so aggressive, since they
risk removing true variations due to alternative splicing and transcription. The linear
paths obtained after such simplifications are called contigs. Transcriptome assemblers
normally include an additional step responsible for partitioning the graph into gene com-
ponents. Finally, the last step involves finding the most likely set of paths that describes
the original chromosomes or isoforms.

Local assembly of alternative splicing events

This subsection is heavily based on [107].

We have explored in the previous subsections how hard and error-prone full-length
transcriptome assembly from short reads can be. Although current full-length transcrip-
tome assemblers do a great job, many transcripts remain hard to be fully assembled,
mainly due to the short length of 2GS reads. This could impact downstream analyses,
which are biased towards well-assembled isoforms. Further, assemblers apply heuristics
to produce longer sequences, such as tip and bubble removal, which could result in a loss
of information that could be relevant to study variations in transcriptomic data. There-
fore, it is not always necessary or desirable to aim at the difficult goal of assembling
full-length molecules. For the study of alternative splicing, for example, assembling only
the variable parts between the isoforms can be already very valuable.

If we represent the raw reads data through DBGs, the variable parts between two
isoforms due to alternative splicing will be flanked by invariable parts, thus composing a
bubble in the DBG. In general, any pattern asb and as’b in the input sequences, with a,
b, s, s € ¥* |a| > k,|b| > k, and s and s’ not sharing any k-mer, creates a bubble in the
DBG. We note that i) transcriptional events do not compose bubbles but forks; ii) other
types of events, besides alternative splicing, can compose bubbles, e.g. genomic SNPs or
indels, recombinations, repeats, etc. Figure 2.17 shows two transcripts with alternative
start and termination sites (transcriptional variations) and with two alternative splicing
events, and the structures these variations induce in a DBG.
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(A) GENE G AND TWO TRANSCRIPTS

Bubble 2

Figure 2.17: Two transcripts 7’1 and 72 from a same gene GG with transcriptional and
alternative splicing variations, and the structures these variations induce in a DBG.
(A) The gene G and the two transcripts 71 and T2. Variable parts are highlighted
in red, constitutive (invariable) parts are shown in grey. AT stands for Alternative
Transcription event, and AS for Alternative Splicing event. (B) The DBG from 71 and
T2. For simplification purposes, we are not representing junction k-mers (i.e. k-mers
having bases stemming from two consecutive exons, e.g. in the arc from exon B to C
in Bubble 1, in reality, we have k-mers that make the junction of exons B and C). This
specific alternative transcription start site does not induce any structure in the DBG,
but the alternative splicing events induce bubbles that are flanked by constitutive parts
(grey regions) and composed by variable parts (red regions). Alternative transcriptions
can, however, induce fork structures, like the alternative transcription end depicted here.
Bubble 1 represents an alternative 3’ splice site of exon B, and Bubble 2 represents the
skipping of exon D.

KisSplice [107] is a method for assembling alternative splicing events through the
enumeration of bubbles in DBGs built from short RNA-sequencing reads. It is composed
of seven main steps:

1. DBG construction. Construction of the cDBG from short RNA-sequencing
reads. To deal with sequencing errors, k-mers present less than ¢ (default 2) times
in the read set are removed;

2. Relative error removal. The absolute threshold applied in the previous step
normally does not work on highly expressed genes, where an error can be present
more than c times due to deep coverage. In this step, a relative error removal
procedure is applied, by removing the arcs e € Gg|ra™(e) < ramin or ra=(e) <
TQpmin, Where 7a, is the minimum relative abundance threshold (defaults to 0.05);
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3. Biconnected component (BCC) decomposition. BCCs of an undirected

graph form a partition of the edges with two important properties: every cycle
is contained in exactly one BCC, and every edge not contained in a cycle forms a
singleton BCC. All singleton BCCs are then discarded, since they cannot contain
any bubble. This step reduced a lot the memory footprint and the computation
time of the pipeline;

. Four-vertices compression. Single substitution events (SNPs, sequencing er-

rors) generate a large number of cycles themselves included into bigger ones, cre-
ating a combinatorial explosion of the number of possible bubbles. This step com-
presses bubbles such that both of its paths are composed by only one non-branching
vertex, and the sequences of these vertices differ by only one mismatch. It does not
compress all the SNPs, but a part of them;

. Bubble enumeration. Bubbles are listed in this step. This step is critical for

performance and has been improved in several works. The first algorithm used a
backtracking procedure augmented with two pruning criteria [107]. Birmelé et al.
in [14] describe the first linear delay algorithm to enumerate all bubbles with a
given source. However, these two algorithms have two big issues: (i) the bubble
space is huge in real data, so exploring a big part of it is costly; (ii) not all bubbles
are interesting — some constraints can be applied to filter out the majority of non-
interesting bubbles. Clearly, such filters can always be applied to post-process
the output of a bubble enumeration algorithm, but this does not translate into
faster running times. Further, observing that AS events are usually not so long,
in [108] the authors proposed the first polynomial-delay algorithm to list bubbles
with maximum length constraints in a weighted directed graph. Formally, the
algorithm described in [108] enumerates (s,t, a1, ag)-bubbles, i.e. bubbles with
source s and target ¢ such that the paths p; and py of the bubbles satisfy |p1| <
ap and |pa2] < ag. Some AS events are systematically missed by this algorithm,
such as intron retention events (can be several kbs long), and multi exon splicing
events (can also be on the order of kbs), but in many species these are not the
common AS events. Even so, there were still certain complex regions in the graph,
likely containing repeat-associated subgraphs, but also real AS events, where the
most improved algorithm would still take a huge amount of time. In practice, the
enumeration is halted after a given timeout and the bubbles trapped inside these
regions were thus missed. A study on the subgraphs induced by repeats showed
that enumerating all bubbles with at most b branching vertices (b = 5 by default) in
each path allowed the algorithm to implicitly avoid repeat-containing regions during
the assembly, and thus be able to enumerate even bubbles trapped inside repeat-
induced subgraphs (if their paths do not traverse repeats). Of course, all AS events
containing repeats (e.g. exonised exons and many intron retentions) are missed
due to this filtering, but the advantage is that the non-repeat-containing bubbles
are efficiently and exhaustively enumerated, enabling a better understanding of the
AS events in datasets of many species. Chapter 3 explores in detail this algorithm;
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6. Results filtration and classification. By comparing and aligning both paths of
a bubble, the latter can be classified into putative: (i) SNPs; (ii) AS events; (iii)
small indels; (iv) repeats; (v) undefined.

7. Read coherence and coverage computation. Reads from each input dataset
are mapped to each path of the bubble. If at least one nucleotide of a path is
covered by no read, the bubble is said to be not read-coherent and is discarded.
The coverage of each position of the bubble corresponds to the number of reads
overlapping this position.

KisSplice enables to tackle the problem of finding AS events without a reference
genome and without assembling full-length transcripts, which may be time consuming
and uses heuristics that may lead to a loss of information. It was the first software
to tackle the problem of exploring variations in RNA-sequencing data through a local
assembly perspective. It not only constitutes an important software to study AS events,
but also a useful complement to general purpose transcriptome assemblers.

Other relevant processing tasks of 2GS and 3GS data

Differential expression analyses. Differential expression analyses always come asso-
ciated to a biological question. In most cases, this question is inferring which genes or
transcripts are differentially expressed between two or more pathological or physiological
conditions. This would allow one to know the genes or transcripts that are inhibited in
one condition and activated in another condition, or vice-versa, giving clues that such
features are related to the studied condition. To find differentially expressed genes or
transcripts, we first need to know their expression levels. We usually do not have access
to such information, but it can be estimated by two main approaches. The first maps the
reads to a reference genome or transcriptome, and post-processes the mapping output to
estimate the quantification, using tools such as Cufflinks/Cuffquant [126], eXpress [104],
RSEM [66], featureCounts [73], etc. The mapping process is a rather computation-
ally expensive task. As such, other approaches avoid this step, using alignment-free or
pseudo-alignment algorithms, such as Sailfish [95], Kallisto [17], and Salmon [94]. Finally,
assessing if a gene or transcript is differentially expressed boils down to verifying if their
estimated expression levels significantly changes across conditions. This can be tested
using a variety of methods such as DESEQ2 [80], Cufflinks/Cuffdiff [125], NOISeq [120],
etc.

It is also possible to be more fine-grained in differential expression analysis by verify-
ing if there are differential AS events between two or more experimental conditions. This
could be more appropriate than gene or transcript differential analyses to answer some
biological questions, like inferring if the spliceosome acts differently in the studied con-
ditions, or more generally if there is a differential exon usage across conditions. In some
cases, where only the variable regions between isoforms are of interest, a differential AS
events analysis can be more appropriate, as it could be easier to assemble and more reli-
able to quantify such events than full-length transcripts, especially in a de novo context
with Illumina reads. The methodological principle is the same: first the AS events are
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quantified, and then a statistical method retrieves those that are differentially expressed.
Differential AS events can be found by tools such as KisSplice [107] (quantification) +
kissDE [11,79] (statistical method), Leafcutter [72], DEXSeq [4], etc.

Error correction. FError correction is the task of correcting sequencing errors from
reads. It is not a crucial task for 2GS reads, as the sequencing error rate of common Illu-
mina datasets is around 0.1%. but it can be seen as essential for some applications with
3GS data, where the error rate ranges from 10 to 15%. There exist two types of 3GS error-
correction algorithms, those using information from long reads only (self or non-hybrid
correction), and those using short reads to correct long reads (hybrid correction).
The output of such correction approaches can be classified into three types: full-length,
trimmed and split. Usually, due to methodological reasons, the ends of long reads are
harder to correct. As an example, hybrid corrections based on mapping short to long
reads and calling the consensus from the mapping have difficulties aligning short reads
to the ends of long reads. As such, some methods output trimmed error-corrected
reads, i.e. error-corrected reads such that their uncorrected ends were removed. Exam-
ples of methods producing this type of output are HALC |9], LoRDEC [110], LSC |[6],
proovread [43], daccord [123], and pbdagcon [22]. Sometimes, internal parts of long
reads can also be hard to correct, due to a lack of coverage of short reads, or due to
a very high variation rate, for example. Some algorithms thus output split error-
corrected reads, splitting one long read into several well-corrected fragments, such as
HALC [9], LoRDEC [110], PBcR [58], and LoRMA [111]. Finally, some tools decide to
not trim or split the original reads, outputting full-length error-corrected reads. Exam-
ples include HALC [9], LoRDEC [110], LSC [6], proovread [43], canu [59], daccord [123],
MECAT [131], and pbdagcon [22]. As can be noted, some tools produce more than one
type of output, sometimes all the three types.
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Preamble

Key points

In opposition to the general consensus, repeats are an underestimated problem in
de novo transcriptome assembly, creating ambiguities and confusing assemblers.
Their presence are mainly due to the 5-15% of pre-mRNA fraction in common
RNA extraction protocols;

We introduce a simple, but realistic enough, formal model for representing high
copy-number and low-divergence repeats in RNA-seq data;

In the specific case of local assembly of alternative splicing events, we can avoid
processing repeats. This led us to lose all events containing repeats, but also
to significantly increase the sensitivity and the precision, outperforming previous
versions of KiSplice [107,108], Trinity [38], and Oases [114];

We show a proof of concept that exploring the topology of the subgraph around a
transcript can give some hints about its confidence level, quality, assembly hardness,
etc. This information can be as valuable as read and coverage information for
transcriptome assemblers and evaluators;

Transcriptome assemblers can be improved by explicitly and formally modeling
repeats.
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The first authorship is shared between L. and B. Sinaimeri. This paper is a journal
extension of the conference paper [109]. The conference paper focused only on local
transcriptome assembly. Here, we turn our focus also to global transcriptome assembly.

The main improvement regarding [109] is that we introduce a measure that can
be viewed as a proof of concept that exploring the topology of the subgraph around a
transcript can give some hints about its confidence level, quality, assembly hardness, etc.
More specifically, we explore a very simple characteristic of the topology of DBGs, based
on the observation that repeats create complicated regions, and we show that it is able
to flag chimeric and very fragmented transcripts built by Trinity [38], a state-of-the-art
transcriptome assembler, on real data. Furthermore, we compared the performance of our
simple measure with state-of-the-art transcriptome evaluation methods, Rsem-Eval |67]
and TransRate [117], on identifying assembled chimeric transcripts on two simulated and
two real datasets. Our simple measure outperforms both methods by a large margin in all
tests. Rsem-Eval and TransRate failed to flag chimeric transcripts stemming from genes
with similar expression levels, hinting that they rely heavily on coverage information. We
therefore show that the topology of assembly graphs should be taken into consideration
by both assemblers and evaluators.
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that are longer than the reads. In de novo transcriptome assembly of RNA-seq reads, on the other hand, this problem
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when assemblers try to traverse these regions, they can infer erroneous transcripts, we propose a measure to flag
transcripts traversing such troublesome regions, thereby giving a confidence level for each transcript. The originality
of our work when compared to other transcriptome evaluation methods is that we use only the topology of the DBG,
and not read nor coverage information. We show that our simple method gives better results than Rsem-Eval (Li et al.
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Background

Transcriptomes can now be studied through sequenc-
ing. However, in the absence of a reference genome, de
novo assembly remains a challenging task. The main
difficulty certainly comes from the fact that sequencing
reads are short, and repeated sequences within tran-
scriptomes could be longer than the reads. This short
read/long repeat issue is of course not specific to tran-
scriptome sequencing. It is an old problem that has been
around since the first algorithms for genome assembly.
Even though the problems repeats cause in both contexts
are similar, they have also some characteristics that are
specific to each. In genome assembly, repeats tend to
be longer and present in more copies. In transcriptome
assembly, repeats are located within genes and tend to
be shorter and in fewer copies. However, in this last case,
coverage cannot be applied to discriminate contigs that
correspond to repeats, as it can be in genomics by using
e.g. Myers’ A-statistics [6, 7], since the coverage of a gene
does not only reflect its copy-number in the genome,
but also and mostly its expression level. Some genes are
highly expressed and therefore highly covered, while
most genes are poorly expressed and therefore poorly
covered. Such specificities complicate the application of
a genomic repeat-solving strategy to the transcriptomic
context.

Initially, it was thought that repeats would not be a
major issue in RNA-seq, since they are mostly in introns
and intergenic regions. However, the truth is that many
regions which are thought to be intergenic are tran-
scribed [8] and introns are not always already spliced out
when mRNA is collected to be sequenced [9]. Repeats,
especially transposable elements, are therefore very pre-
sent in real samples and cause major problems in tran-
scriptome assembly, if not addressed properly.

Most, if not all current short-read transcriptome
assemblers are based on de Bruijn graphs. Among the
best known are OAsgs [3], TRINITY [2], and to a lesser
degree TRANS-ABYss [10] and IDBA-TRAN [11]. Com-
mon to all of them is the lack of a clear and explicit model
for repeats in RNA-seq data. Heuristics are thus used
to try and cope efficiently with repeats. For instance,
in Oasks short vertices are thought to correspond to
repeats and are therefore not used for assembling genes.
They are added in a second step, which hopefully causes
genes sharing repeats not to be assembled together.
In TRINITY, there is no attempt to deal with repeats by
explicitly modelling them. The first module of TRINITY,
Inchworm, will try and assemble the most covered con-
tig which hopefully corresponds to the most abundant
alternative transcript. Then alternative exons are glued
to this major transcript to form a splicing graph. The last
step is to enumerate all alternative transcripts. If repeats

Page 2 of 19

are present, their high coverage may be interpreted as a
highly expressed link between two unrelated transcripts.
Overall, assembled transcripts may be chimeric or
spliced into many sub-transcripts.

In the method we had previously developed, KisSpLICE,
which is a local transcriptome assembler [12], repeats are
less problematic since the goal is not to assemble full-
length transcripts. KisSPLICE instead aims at finding
variants in transcriptomes (SNPs, indels and alternative
splicings). However, as we reported in [12], KisSpLICE
was not able to deal with large portions of a de Bruijn
graph containing subgraphs associated to highly repeated
sequences, e.g. transposable elements, the so-called com-
plex Biconnected Components.

Here, we try and achieve three goals: (1) give a clear
formalisation of the notion of repeats with high copy-
number in RNA-seq data, (2) apply it on local transcrip-
tome assembly by giving a practical way to enumerate
bubbles that are lost because of such repeats, and (3)
apply it on global transcriptome assembly by showing
that the topology of the subgraph around a transcript can
give some hints about its confidence level. Recall that we
are in a de novo context, so we assume that neither a ref-
erence genome/transcriptome nor a database of known
repeats, e.g. REPBASE [13], are available.

First, we formally introduce a model for represent-
ing high copy-number repeats and exploit its properties
to infer that repeat-associated subgraphs in a de Bruijn
graph contain few compressible arcs. However, we show
that the problem of identifying, in a de Bruijn graph, a
subgraph corresponding to repeats according to such
characterisation is NP-complete. A polynomial time
algorithm is therefore unlikely to exist.

Second, we show that in the specific case of a local
assembly of alternative splicing (AS) events, by using a
strategy based on the compressible-arc characterization,
we can implicitly avoid such subgraphs. More precisely,
it is possible to find the structures (i.e. bubbles) corre-
sponding to AS events in a de Bruijn graph that are not
contained in a repeat-associated subgraph (see Fig. 3 for
an example). While there has been great efforts in the lit-
erature to solve repeats, there has been almost no explo-
ration on how to avoid them. This is explained by the fact
that most efforts in assembly concentrate on full-length
genome and transcriptome assembly, in which avoid-
ing repeats is not an option, and the performance of an
assembler can be narrowed down to how well it solves
repeats. However, in our case, repeat-avoidance can be
an effective technique. Indeed, this fact was confirmed by
our experiments, where using human simulated RNA-seq
data, we show that the new algorithm improves signifi-
cantly the sensitivity of KisSpLicE, while also improv-
ing its precision. We further compared our algorithm to
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two of the best transcriptome assemblers, namely TRIN-
1TY [2] and OAsEs [3], in the specific task of calling AS
events, and we show that our algorithm is more sensitive
than both tools, while also being more precise. In addi-
tion, our results show that the advantage of using the new
algorithm proposed in this work is more evident when
the input data contains high pre-mRNA content or the
AS events of interest stem from highly-expressed genes.
Moreover, we give an indication of the usefulness of our
method on real data.

Third, we show that the method described can also
be applied in the context of full-length transcriptome
assembly. We introduce a measure based on the pro-
posed model to identify low-confidence transcripts,
which are the ones that traverse complex regions in
the de Bruijn Graph. Within these complex parts of the
graph generated by repeats, any assembler will have to
choose the “right” path(s) among the many present. This
choice is not simple and may lead to incorrect solutions
(e.g. chimeric or truncated transcripts). It is therefore
important to be able to identify the transcripts com-
ing from such complex regions in order to know that
the solution presented is not the only one, and further-
more may not be the right one. We compared our meas-
ure against two state-of-the-art methods for de novo
transcriptome evaluation, namely RseM-EvaL [4] and
TRANSRATE [5], for the specific task of identifying chi-
meric transcripts in both real and simulated datasets. We
show that our measure provides good results despite the
fact that it uses only the graph topology, and not cover-
age, nor read information. The results obtained thus sug-
gest that exploring the topology of the subgraph around
a transcript, an information that is currently disregarded
by transcriptome evaluation methods, can be useful to
infer some of the transcript’s properties, such as confi-
dence level, quality, assembly hardness, etc. Therefore,
our measure can improve the state-of-the-art methods
for de novo transcriptome evaluation, since it is able to
capture assembly errors missed by these tools.

Preliminaries
Let ¥ be an alphabet of fixed size 0. Here we always
assume X ={A4,C,T,G}. Given a sequence (string)
s e X% let |s| denote its length, s[i] the ith element
of 5, and s[i, j] the substring s[i]s[i + 1]...s[j] for any
1<i<j<|s|

A k-mer is a sequence s € XX, Given an integer k and
a set S of sequences each of length n > k, we define
span(S, k) as the set of all distinct k-mers that appear as
a substring in S.

Definition 1 Given a set of sequences (reads) R C X*
and an integer k, we define the directed de Bruijn graph
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Gr(R) = (V,A) where V = span(R, k) and (u,v) € A if
and only if u[2, k] = v[1,k — 1].

Given a directed graph G = (V,A) and a vertex
veV, we denote its out-neighbourhood (resp. in-
neighbourhood) by NT(v) ={u € V| (v,u) € A} (resp.
N=(v) ={uec V| (uv) e A}), and its out-degree (resp.
in-degree by d*(v) = INT(v)| (d~(v) = I[N~ (v)). A (sim-
ple) path w = s ~~ t in G is a sequence of distinct vertices
s =1vp,...,v; = tsuch that, for each0 < i < [, (v;, viy1)is
an arc of G. If the graph is weighted, i.e. there is a func-
tion w: A — Qs¢ associating a weight to every arc in
the graph, then the length of a path 7 is the sum of the
weights of the traversed arcs, and is denoted by |7 |.

Anarc (u,v) € Ais called compressible if d* (1) = 1and
d~ (v) = 1. The intuition behind this definition comes
from the fact that every path passing through u should
also pass through v. It should therefore be possible to
“compress” or contract this arc without losing any infor-
mation. Note that the compressed de Bruijn graph [2, 3]
commonly used by transcriptomic assemblers is obtained
from a de Bruijn graph by replacing, for each compress-
ible arc (u, v), the vertices u, v by a new vertex x, where
N~ (x) =N"(u), NtT(x) = Nt () and the label is the
concatenation of the k-mer of u and the k-mer of v with-
out the overlapping part (see Fig. 1).

Repeats in de Bruijn graphs

Given a de Bruijn graph G (R) generated by a set of reads
R for which we do not have any prior information, our
goal is to identify whether there are subgraphs of Gy (R)
that correspond each to a set of high copy-number
repeats in R. To this end, we identify and then exploit
some of the topological properties of the subgraphs that
are induced by repeats. Starting with a formal model for
representing repeats with high-copy number, we show
that the number of compressible arcs, which we denote
by y, is a relevant parameter for such a characterisa-
tion. This parameter will play an important role in the
algorithm of “Bubbles “drowned” in repeats” section.

[GAT] [AcT] [GAT]

\4
/

[TcT] [GAG]|

[GAG]
a b

Fig. 1 Example of compressible arc in a de Bruijn graph. a The arc
(CTG, TGA) is the only compressible arc in the given de Bruijn graph
(k = 3). b The corresponding compressed de Bruijn graph
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However, we also prove that, for an arbitrary de Bruijn
graph, identifying a subgraph G’ with bounded y (G’) is
NP-complete.

Simple uniform model for repeats

We now present the model we adopted for representing
high copy-number repeats, e.g. transposable elements, in
a genome or transcriptome. First, we would like to clarify
that our model is a simple one and, as such, should be
seen as only a first approximation, yet realistic enough,
of what may happen in reality. We consider here that
sequencing errors can be successfully removed. Indeed,
there are several techniques to remove the big majority of
the sequencing errors in RNA-seq data. In KisSpLICE, for
example, we prune the de Bruijn graph using an absolute
and a relative cut-off based on the k-mer coverage. The
absolute cut-off enables us to remove sequencing errors
in general, and the relative one is tailored to deal with
highly-expressed genes (more details can be found in
[14]). Furthermore, while we realise that there is room for
improvement, in practice, the sequencing-error-removal
procedure in KisSPLICE seems to be effective, as most
sequencing errors are removed at the expense of losing
some rare genomic variants [14].

Basically, our model consists of several “similar”
sequences, each generated by uniformly mutating a fixed
initial sequence. In particular, it enables to model well
recent invasions of transposable elements which often
involve high copy-number and low divergence rate (i.e.
divergence from their consensus sequence). Consider
indeed as an example the recent subfamilies AluYa5 and
AluYb8 with 2640 and 1852 copies respectively, which
both present a divergence rate below 1% [15] (see [16]
for other subfamilies with high copy-number and low
divergence).

The model is as follows. First, due to mutations, the
sequences si,...,Sy that represent the repeats are not
identical. However, provided that the number of such
mutations is not high (otherwise the concept of repeats
would not apply), the repeats are considered “similar”
in the sense of having a small pairwise Hamming dis-
tance between them. We recall that, given two equal
length sequences s and s" in X7, their Hamming distance,
denoted by dp(s,s’), is the number of positions i for
which s[i] # s'[i]. Indels are thus not considered in this
model.

The model has then the following parameters: %, the
length n of the repeat, the number m of copies of the
repeat, an integer k (for the length of the k-mers consid-
ered), and the mutation rate, ¢, i.e. the probability that a
mutation happens in a particular position. The sequences
$1,...,Sm are then generated by the following process.
We first choose uniformly at random a sequence sy € X”.
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At step i < m, we create a sequence s; as follows: for each
position j, s;[j] = solj] with probability 1 — &, whereas
with probability « a value different from s[j] is chosen
uniformly at random for s;[j]. We repeat the whole pro-
cess m times and thus create a set S(m, n, @) of m such
sequences from sg (see Fig. 2 for a small example). The
generated sequences thus have an expected Hamming
distance of an from s.

Topological characterisation of the subgraphs generated
by repeats

Given a de Bruijn graph Gy (R), if a is a compressible arc
labelled by the sequence s = s ...s¢y1 then, by defini-
tion, a is the only outgoing arc of the vertex labelled by
the sequence s[1, k] and the only incoming arc of the ver-
tex labelled by the sequence s[2, k 4+ 1]. Hence the (k — 1)
-mer s[2, k] appears as a substring in R, always preceded
by the symbol s[1] and followed by the symbol s[k + 1].
We refer to such (k — 1)-mers as being boundary rigid.
It is not difficult to see that the set of compressible arcs
in a de Bruijn graph G (R) stands in a one-to-one corre-
spondence with the set of boundary rigid (k — 1)-mers in
R.

We now calculate and compare among them the
expected number of compressible arcs in G = Gr(R)
when R corresponds to a set of sequences that are gener-
ated: (1) uniformly at random, and (2) according to our
model. We show that y is “small” in the cases where the
induced graph corresponds to similar sequences, which
provides evidence for the relevance of this parameter.

Claim 1 Let R be a set of m sequences randomly chosen
from E". Then the expected number of compressible arcs
in Gi(R) is © (mn).

Proof 'The probability that a sequence of length k — 1
occurs in a fixed position in a randomly chosen sequence
of length n is (1/4)k=1. Thus the expected number of

€Ci €2 €3 €4 C5 Cg Cr Cg Cg Cio

A A ¢ T G T A T C ¢C S0
A S Cc T G T A G C C S1
G A Cc T C A A T C C S
A A Cc T C T A T C C S3
A A C A G T A T C A 84
A A T T G T A G C C S5
A ;. C T G T A T C A Sg
A A G T G A A T C C S20

Fig.2 Anexample of a set of repeats 5(20, 10, 0.1)
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appearances of a sequence of length kK — 1 in a set of
m randomly chosen sequences of length # is given by
mn—k+2)(1/4)% L If mm—k+2) <451 then
this value is upper bounded by 1, and all the sequences
of length k — 1 are expected to be boundary rigid (as a
sequence is expected to appear once). The claim follows
by observing that there are m(n — k + 2) different (k — 1)
-mers. O

We consider now y(Gi(R)) for R = S(m,n,a). We
upper bound the expected number of compressible arcs
by upper bounding the number of boundary rigid (k — 1)
-mers.

Theorem 1 Given integers k, n, m with k < nand a real
number 0 < a < 3/4, the de Bruijn graph G (S(m, n,a))
has o(nm) expected compressible arcs.

Proof Let sy be a sequence chosen randomly from £”.
Let S(m, n,«) be the set {sy,...,s;,} of m repeats gener-
ated according to our model starting from sp. Consider
now the de Bruijn graph G = Gy (S(m,n,«)). Recall
that the number of compressible arcs in this graph is
equal to the number of boundary rigid (k — 1)-mers
in S(m, n,«). Let X be a random variable representing
the number of boundary rigid (k — 1)-mers in G. Con-
sider the repeats in S(m, n, ) in a matrix-like ordering
as in Fig. 2 and observe that the mutations from one
column to another are independent. Due to the sym-
metry and the linearity of the expectation, E[X] is given
by m(n —k +2) (the total number of (k — 1)-mers)
multiplied by the probability that a given (k — 1)-mer is
boundary rigid.

The probability that the (k — 1)-mer § = s[i,i + k — 2]
is boundary rigid clearly depends on the distance from
the starting sequence S0 = soli, i + k — 2]. Let d be the
distance dy (5, $o).

Observe that if the (k — 1)-mer s[i]...s[i + kK — 2]is not
boundary rigid then there exists a sequence y in S(m, n, @)
such that y[j] =s|j] for all i <j <i+k — 2 and either
yli+k—-1]#sli+k—1] or yli —1]#s[i—1] It is
not difficult to see that the probability that this happens
is lower bounded by (2o — 4/3a?®)(1 — &)X~ 1=%(a/3)%.
Hence we have:

Pr[5 is boundary rigid|d (S, So) = d]
-1
< (1 — (Qa —4/3a®)(1 — a)k—l—d(a/g)d)m .

By approximating the above expression we therefore have
that:
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EX]<(n—k-— l)mZPr[ﬁ is boundary rigid|d (5, 50) = d]
d=0
< (n—k — Dyme~(m=DCa=4/3)/(5) W

For a sufficiently large number of copies <e.g.m = ( akk ) >

and using the fact that (akk) > (1/a)*k, we have that

E[X] is o(mn). This concludes the proof. O

The previous result shows that the number of com-
pressible arcs is a good parameter for characterising a
repeat-associated subgraph.

Identifying a repeat-associated subgraph

As we showed, a subgraph due to repeated elements has
a distinctive feature: it contains few compressible arcs.
Based on this, a natural formulation to the repeat iden-
tification problem in RNA-seq data is to search for large
enough subgraphs that do not contain many compress-
ible arcs. This is formally stated in Problem 1. In order
to disregard trivial solutions, it is necessary to require a
large enough connected subgraph, otherwise any set of
disconnected vertices or any small subgraph would be a
solution. Unfortunately, we show that this problem is NP-
complete, so an efficient algorithm for the repeat identifi-
cation problem based on this formulation is unlikely.

Problem 1 [Repeat Subgraph] INSTANCE: A directed
graph G and two positive integers m, t.

DECIDE: 1If there exists a connected subgraph
G’ = (V',E'), with |V’| > m and having at most ¢ com-
pressible arcs.

In Theorem 2, we prove that this problem is NP-com-
plete for all directed graphs with (total) degree, i.e. sum
of in and out-degree bounded by 3. The reduction is
from the Steiner tree problem which requires finding a
minimum weight subgraph spanning a given subset of
vertices. It remains NP-hard even when all arc weights
are 1 or 2 (see [17]). This version of the problem is
denoted by STEINER(1, 2). More formally, given a
complete undirected graph G = (V, E) with arc weights
in {1,2}, a set of terminal vertices N C V and an integer
B, it is NP-complete to decide if there exists a subgraph
of G spanning N with weight at most B, i.e. a connected
subgraph of G containing all vertices of N.

We specify next a family of directed graphs that we
use in the reduction. Given an integer x, we define the
directed graph R(x) as a cycle on 2x vertices numbered
in a clockwise order and where the arcs have alternating
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directions, i.e. for any i < x, (v2;, v2i+1) is an arc. Observe
that in R(x), all vertices in even positions, i.e. all vertices
vo;, have out-degree 2 and in-degree 0, while all vertices
v2i+1 have out-degree 0 and in-degree 2. Clearly, none of
the arcs of R(x) is compressible.

Theorem 2 The Repeat Subgraph Problem is NP-com-
plete even for directed graphs with degree bounded by d,
for any d > 3.

Proof Given a complete graph G = (V,E), a set
of terminal vertices N and an upper bound B, i.e. an
instance of STEINER(1, 2), we transform it into an
instance of the Repeat Subgraph Problem for a graph
G’ with degree bounded by 3. Let us first build the
graph G’ = (V',E’). For each vertex v in V\ N, add a
corresponding subgraph r(v) = R(]V|) in G’ and for
each vertex v in N, add a corresponding subgraph
r(v) = R(E| +|V|2+ 1) in G'. For each arc (&, v) in E
with weight w € {1, 2}, add a simple directed path com-
posed by w compressible arcs connecting r(u) to r(v)
in G'; these are the subgraphs corresponding to z and
v. The first vertex of the path should be in a sink of
r(u) and the last vertex in a source of r(v). By construc-
tion, there are at least | V| vertices with in-degree 2 and
out-degree 0 (sink) and |V| vertices with out-degree
2 and in-degree 0 (source) in both r(v) and r(u). It is
clear that G’ has degree bounded by 3. Moreover, the
size of G’ is polynomial in the size of G and it can be
constructed in polynomial time.

In this way, the graph G’ has one subgraph for each ver-
tex of G and a path with one or two (depending on the
weight of the corresponding arc) compressible arcs for
each arc of G. Thus, there exists a subgraph spanning N in
G with weight at most B if and only if there exists a sub-
graph in G’ with at least m = 2|N| + 2|E||N| + 2|V |?|N]|
vertices and at most ¢ = |B| compressible arcs. This fol-
lows from the fact that any subgraph of G’ with at least
m vertices necessarily contains all the subgraphs r(v),
where v € N, since the number of vertices in all r(v), with
v e V\ N, is at most |[E| 4+ 2|V|? and the only compress-
ible arcs of G’ are in the paths corresponding to the arcs
of G.[]

We can obtain the same result for the specific case of
subgraphs of de Bruijn graphs. The reduction is more
technical but follows similarly.

Theorem 3 The Repeat Subgraph Problem is NP-com-
plete even for subgraphs of de Bruijn graphs on |X| = 4
symbols.
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Bubbles “drowned” in repeats

In the previous section, we showed that an efficient algo-
rithm to directly identify the subgraphs of a de Bruijn
graph corresponding to repeated elements according
to our model (i.e. containing few compressible arcs), is
unlikely to exist since the problem is NP-complete. How-
ever, in this section we show that in the specific case of
a local assembly of alternative splicing (AS) events based
on the compressible-arc characterisation of “Topological
characterisation of the subgraphs generated by repeats”
section, we can implicitly avoid such subgraphs. More
precisely, it is possible to find the structures (i.e. bubbles)
corresponding to AS events in a de Bruijn graph that
are not contained in a repeat-associated subgraph, thus
answering to the main open question of [12].

KisSpLIcE [12] is a method for de novo calling of AS
events through the enumeration of so-called bubbles, that
correspond to pairs of vertex-disjoint paths in a de Bruijn
graph. The bubble enumeration algorithm proposed in [12]
was later improved in [1]. However, even the improved
algorithm is not able to enumerate all bubbles correspond-
ing to AS events in a de Bruijn graph. There are certain
complex regions in the graph, likely containing repeat-asso-
ciated subgraphs but also real AS events [12], where both
algorithms take a huge amount of time. Figure 3 shows an
example of a complex region with a bubble corresponding
to an AS event. In practice, the enumeration is halted after
a given timeout. The bubbles drowned (or trapped) inside
these regions are thus missed by KisSpLICE.

In “Repeats in de Bruijn graphs” section, the repeat-asso-
ciated subgraphs are characterised by the presence of few
compressible arcs. This suggests that in order to avoid repeat-
associated subgraphs, we should restrict the search to bub-
bles containing many compressible arcs. Equivalently, in a
compressed de Bruijn graph (see “Preliminaries” section), we
should restrict the search to bubbles with few branching ver-
tices. We recall that a branching vertex is a vertex of in-degree
or out-degree strictly at least 2. Indeed, in a compressed de
Bruijn graph, given a fixed sequence length, the number of
branching vertices in a path is inversely proportional to the
number of compressible arcs of the corresponding path in the
non-compressed de Bruijn graph. We thus modify the defini-
tion of (s, £, a1, z)-bubbles in compressed de Bruijn graphs
(Def. 1 in [1]) by adding the extra constraint that each path
should have at most b branching vertices.

Definition 2 Given a weighted directed graph
G = (V,E) and two vertices s,t € V, an (s,t,a1,a2,b)
-bubble is a pair of vertex-disjoint s¢-paths 71, o with
lengths bounded by o,y each containing at most b
branching vertices.
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Fig. 3 An alternative splicing event in the SCN5A gene (human) [22] trapped inside a complex region, likely containing repeat-associated sub-
graphs, in a de Bruijn graph. The alternative isoforms correspond to a pair of paths shown in red and blue
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By restricting the search to bubbles with few branching
vertices, we are able to enumerate them in complex regions
implicitly avoiding repeat-associated subgraphs. Indeed,
in “Experimental results” section we show that by consider-
ing bubbles with at most b branching vertices in KisSPLICE,
we increase both its sensitivity and precision. This supports
our claim that by focusing on (s, ¢, a1, @2, b)-bubbles, we
avoid repeat-associated subgraphs and recover at least part
of the bubbles trapped in complex regions.

Enumerating bubbles avoiding repeats

In this section, we modify the algorithm of [1] to enumer-
ate all bubbles with at most b branching vertices in each
path. Given a weighted directed graph G = (V,E) and
a vertex s € V, let B;(G) denote the set of (s, *, a1, oy, b)
-bubbles of G. The algorithm recursively partitions the
solution space Bs(G) at every call until the considered
subspace is a singleton (contains only one solution), and
in that case it outputs the corresponding solution. In
order to avoid unnecessary recursive calls, it maintains
the invariant that the current partition contains at least
one solution. The algorithm proceeds as follows.

Invariant At a generic recursive step on vertices u1, uy
(initially, u; = ug =), let 71 = s ~> U1, w3 = s ~» Uy be
the paths discovered so far (initially, 71, 72 are empty).
Let G’ be the current graph (initially, G’ := G). More pre-
cisely, G’ is defined as follows: remove from G all the ver-
tices in 71 and 7y but #; and 3. Moreover, we also main-
tain the following invariant (INV): there exists at least
one pair of paths 71 and 775 in G’ that extend 71 and 73 so
that 7 - 71 and 73 - 7wy belong to Bs(G).

Base case  When u; = uy = u, output the (s, u, o1, o2, b)
-bubble given by 71 and 7.

Recursive rule Let Bg(mi, 72, G) denote the set of
(s,%, a1, 02, b)-bubbles to be listed by the current recur-
sive call, i.e. the subset of Bs(G) with prefixes 7y, mo. It is
the union of the following disjoint sets:

« The bubbles of Bs(mi,m3,G’) that use e, for
each arc e = (u1,v) outgoing from u;, that is
Bs(r1 - e, 2, G' — u1), where G’ — uy is the subgraph
of G’ after the removal of u; and all its incident arcs.

+ The bubbles that do not use any arc from #;, that is
By (71, w2, G”), where G” is the subgraph of G’ after
the removal of all arcs outgoing from u.

The same holds for #5 instead of u.

In order to maintain the invariant (INV), we only per-
form the recursive calls when B(m; - e, 72, G’ — u) or
Bs (1, w2, G”) are non-empty. In both cases, we have to
decide if there exists a pair of (internally) vertex-disjoint
paths T = u; ~~ tyand Ty = uy ~» ty, such that|7;| < o},
|7To| < o/2, and 71, Tp have at most by, by branching verti-
ces, respectively. Since both the length and the number
of branching vertices are monotonic properties, i.e. both
are smaller for a prefix instead of for the full path, we can
drop the vertex-disjoint condition. Indeed, let 771 and 72 be
a pair of paths satisfying all conditions but the vertex-dis-
joint one. The prefixes 7} = u1 ~» t* and 7} = uy ~ %
where ¢* is the first intersection of the paths, satisfy all
conditions and are internally vertex-disjoint.

Moreover, using a dynamic programming algorithm,
we can obtain the following result.

Lemma 1 Given a non-negatively weighted directed
graph G = (V,E) and a source s € V, we can compute the
shortest paths from s using at most b branching vertices in
O(b|E|) time.
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Proof Let d[B,t] denote the distance from s to ¢ using
at most B branching vertices (s is never counted as a
branching vertex, even if it is branching). The recurrence
to calculate d[f,t], for0 < B < bandt € Vis:

Initialisation step:

d[0,s] = 0;
dl0,t] = |(s,t)| if (s,t) € Eand t is not branching;
d[B,t] = +oo ifd[B,t] was not initialised.

Main recurrence:

d[B, 1] = min(minyen-{d[B — Lvl+ |(v, DI}, d[B — 1,t),
7 | min(minyen-p {dB, v+ [(v, D)}, d[B — 1, £]),
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introns, and less frequently but still present, within their
UTRs and also exons (e.g. exonised repeats). Even if a
repeat-containing intron is always spliced out in the splic-
ing phase, this intron, and consequently the repeat, can
still be present in RNA-seq data. The fraction of introns
present in the sequenced data depends on the cell com-
partment that is sampled (nucleus, cytoplasm or both)
and the protocol to remove rRNA (ribo-0 or polydT
primers). As estimated in [9], the level of pre-mRNA can
be assumed to vary between 2 and 22%. The true level of
pre-mRNA may however be in practice higher, because

if t is branching
if t is not branching.

This recurrence works only on compressed graphs, i.e.
it requires that the neighbours of simple vertices are
branching. However, since the graph compression proce-
dure described in “Preliminaries” section can be applied
to general graphs, this recurrence is also applicable to
general graphs. The calculation order for d[B,¢] in the
main recurrence must be by increasing value of 8 and,
for a fixed B, the branching vertices must be processed
before the non-branching ones. Moreover, the short-
est paths themselves can be constructed by a traceback
procedure.

Finally, since the calculation of each value d[B,¢]
takes O(IN~(¢)|) time, the algorithm runs in
O ey INT(t)]) = O(DIE|) time. We can guarantee
that this algorithm runs in time polynomial in the length
of the input by upper-bounding b by | V]| (if b > |V, we
simply set b = | V). O

As a corollary of Lemma 1, we can decide if
Bs(m1, w2, G) is non-empty in O(b|E|) time. Now, using
an argument similar to [1], i.e. the leaves of the recursion
tree and the solutions are in one-to-one correspondence
and the height of the recursion tree is bounded by 45, we
obtain the following theorem.

Theorem 4 The (s, *, o1, ay, b)-bubbles can be enumer-
ated in O(b?|E||Bs(G)|) time. Moreover, the time elapsed
between the output of any two consecutive solutions (i.e.
the delay) is O(b?|E|).

Measuring the confidence of a transcript

in full-length transcriptome assemblers
Reconstructing full-length transcripts from reads is a chal-
lenging task because two transcripts, even from different
genes, may very well share subsequences that are longer
than the sequenced reads, or even longer than the frag-
ments in case of paired-end sequencing. This is specially
true when genes host transposable elements within their

the methods used for estimating it are mapping-based and
therefore deal poorly with reads stemming from repeated
regions. Besides, the upper bound given in [9] corresponds
to extraction protocols which are harder to obtain. In this
work, we considered the most commonly used extraction
protocol to extract RNA, and assumed that they yielded
pre-mRNA fractions between 5 and 15%. Thus, more
introns than expected are sequenced, generating problems
to transcriptome assemblers, particularly when they span
several members of a specific repeat family.

Most transcriptome assemblers are based on de Bruijn
graphs and have no clear and explicit model for repeats
in RNA-seq data, relying instead on heuristics to deal
with them. Within the complex parts of the graph gen-
erated by repeats, any assembler will have to choose the
“right” path(s) among the many present. Even with hints
given by (paired-end) reads, assemblers can still have
several arguable options to extend a contig (see Fig. 4).
This problem gets harder if the (paired-end) reads do not
span the repeat entirely, thereby not giving the assembler
any reliable information on how to connect the unique
regions. If the assembler decides to guess a path, it may
erroneously extend a contig and create a chimeric tran-
script. It can also choose to be conservative by not choos-
ing any path in complicated regions of the de Bruijn
graph, and instead truncating the transcript. Although
this strategy can lead to an accurate assembly, it will
produce a very fragmented one, which is not desired.
Whatever the strategy (conservative or permissive), the
resulting assembled transcript may be erroneous (chi-
meric or truncated).

It is hence important to be able to identify low-confi-
dence transcripts, which are the ones traversing complex
regions of a de Bruijn graph, in order to know that the
solution presented is the result of a “difficult” choice and
therefore may not be the right one. To identify such tran-
scripts, we introduce the concept of Branching Measure
of a transcript. Consider the set of transcripts 7 output
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Fig.4 A theoretical scenario showing some problems repeats cause to assemblers. On the top of the figure, we can see two real transcripts con-
taining each one a member of a repeat R. When building the assembly graph, the two copies of R may collapse into a single region of the graph,
and connect the unique regions of both transcripts. The only correct assemblies are ARB and CRD, but the assembly graph also allows for the
generation of the chimeric transcripts ARD and CRB, or truncated transcripts, in case the assembler chooses to be conservative

by a full-length transcriptome assembler starting from a
set of reads R. We construct the de Bruijn graph Gy (R),
and map back each transcript ¢ € 7 to the graph by iden-
tifying each of its k-mers. Given a positive integer w, let
W be a w-sized window (or substring) with the largest
number of branching k-mers in . We define the Branch-
ing Measure of a transcript t, B(t), as the proportion of
branching k-mers in W. By looking at B(%), it is possible
to infer if ¢ traversed a hard-to-assemble region in the
de Bruijn graph, and this can be used as a measure of its
confidence, i.e. the higher B(%) is, the lower is the confi-
dence of t.

As a proof of concept, in the following we show two
examples of the application of the Branching Measure to
transcripts assembled by TRINITY on RNA-seq data from
the GEUVADIS project [18].

The first example (Fig. 5) is the chimeric transcript
¢12400_g1_il that aligns to the gene MOB1A in chromo-
some 2 and also to the gene PEBP1 in chromosome 12, in
which the fusion of these genes is due to a small identi-
cal region shared between two different repeats present
in their UTR regions. Figure 5a shows the alignment of
the transcript ¢12400_g1_il to reference hg38, visualised
using the UCSC Genome Browser. The alignment on the
top shows that the built transcript aligns almost perfectly

to an isoform of gene MOBI1A in chromosome 2. Due to
the repeats inside the red circles, the alignment is trun-
cated in the 3'-UTR of MOBIA, and continued on the
5-UTR of gene PEBP1 in chromosome 12 (alignment
on the bottom). Thus, here we have a chimeric tran-
script. Figure 5b zooms in the regions where both align-
ments intersect the repeats that cause the chimerism.
The main reason of the junction between the two genes
is due to a stretch of 18 As shared between the A-tail
of a SINE AluY in the 3’-UTR of MOBI1A and a Simple
Repeat A(n) in the 5-UTR of PEBP1. Even though this
repeated region is short, it was enough to cause prob-
lems to TrRINITY, which had access to 76-bp paired-end
reads, with an average insert size of 158 bp. In Fig. 5¢ we
mapped all reads back to transcript ¢12400_gl_il and
visualised them using IGV [19]. As we can see, there are
no single or paired-end reads traversing the small repeat.
This shows that this chimera is not an in vitro or a bio-
logical one, but indeed an assembly mistake by TRINITY.
Figure 5d conveys a local visualisation of the subgraph
induced by the k-mers of transcript c12400_gl il at
the junction point which causes the chimerism (the full
graph can be accessed at http://kissplice.prabi.fr/bm/
graph_chimera.html). We can see that this is a complex
region since the transcript (red path) traverses a region
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having 11 branching k-mers in a window of 12, and could
thus be flagged by the Branching Measure. There is no
other such complex region in this transcript, i.e. this is
the only hard-to-assemble region that this transcript goes
through. We can also see in the picture the correct exten-
sion which should have been followed as the reference
transcripts (the green and blue paths). Observe that even
the reference transcripts could also have been flagged by
our method since they traverse regions containing a con-
centration of branching vertices due to the repeated ele-
ments presented in Fig. 5a, b.
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The second case, depicted in Fig. 6, shows a mis-assem-
bly of the last exon of gene SLC35F2, in which TRINITY
assembled several truncated transcripts instead of the
full exon. Figure 6a shows, on the 3’ — 5 orientation
(reverse strand), the three truncated short transcripts:
€65590_g1_i1, c64_gl_il, and c14482_g2_il. The trunca-
tion points were cause caused by repeats, where the first
split is due to a simple repeat (A(n)) and the second is due
to 2 consecutive Alus (AluJo and AluSz). Figure 6b dis-
plays a schematic global view on how the last exon of gene
SLC35F2 was assembled by TrINITY and how the three

B Last exon of gene SLC35F2 in hg38
¢65590_g1_i1
M c64_g1_i1

M Last exon of gene SLC35F2 in hg38
M c64 g1 it

W c14482_g2 i1
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Fig. 6 A mis-assembly of the last exon of gene SLC35F2, in which Trinmy assembled several truncated transcripts instead of the full exon (see “Measur-
€65590_g1_i1,c64_g1_i1,and c14482_g2_i1. b A schematic global view on how the last exon of gene SLC35F2 was assembled by Triniry and how

due to a simple repeat. d A local view of the region that traverses the repeat AluJo, and where the assembler has chosen to truncate the transcript
c64_g1_i1.e Alocal view of the region that traverses the repeat AluSz, and where the assembler has chosen to truncate the transcript c14482_g2_i1

tion for details of each panel). a The three truncated short transcripts:

isation of the truncation point between c65590_g1_i1 and c64_g1_il
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next figures are connected in the full graph drawing. This
figure and the next assume the 5° — 3’ orientation. Fig-
ure 6¢ conveys a local visualisation of the truncation point
between ¢65590_gl_il and c64_gl_il due to a simple
repeat. We can see that TRINITY mis-assembled the very
end of ¢65590_g1_il (only the last base) and truncated the
transcript. The yellow path is accurate although truncated
and does not go through a complicated region (one hav-
ing a concentration of branching vertices). Even though
the reference exon path in this region has 11 consecutive
branching vertices and would be flagged by the Branch-
ing Measure, this method is unable to flag ¢65590_g1_il
since it is truncated too early, before entering the com-
plex region. Figure 6d shows a local view of the region
that traverses the repeat AluJo, and where the assembler
has chosen to truncate the transcript c64_gl_il. We can
see that TRINITY mis-assembled the last 29 bases of c64._
gl_il and truncated it. At the end of ¢64_gl_il, we have
23 branching vertices in a window of 34 vertices, so this
truncated transcript can be flagged by our method, as it
is deeply enough plunged into a complex region. Finally,
Fig. 6e displays a local view of the region that traverses
the repeat AluSz, and where the assembler has chosen to
truncate the transcript ¢14482_g2 il. Again, the Branch-
ing Measure is not able to flag this transcript since it is
not deeply enough plunged into a complex region. The
full graph of Fig. 6b—e can be accessed at http://kissplice.
prabi.fr/bm/graph_truncated.html.

Experimental results

Local assembly: experimental setup

To evaluate the performance of our method, we simu-
lated RNA-seq data using the FLUXSIMULATOR version
1.2.1 [20]. We generated 100 million reads of 75 bp using
its default error model. We used the RefSeq annotated
Human transcriptome (hgl9 coordinates) as a reference
and we performed a two-step pipeline to obtain a mix-
ture of mRNA and pre-mRNA (i.e. with introns not yet
spliced). To achieve this, we first ran the FLUXSIMULA-
TOR with the Refseq annotations. We then modified the
annotations to include the introns and re-ran it on this
modified version. In this second run, we additionally con-
strained the expression values of the pre-mRNAs to be
correlated to the expression values of their corresponding
mRNAs, as simulated in the first run. Finally, we mixed
the two sets of reads to obtain a total of 100M reads. We
tested two values, namely 5 and 15% for the proportion
of reads from pre-mRNAs. Those values were chosen so
as to correspond to realistic ones (see “Measuring the
confidence of a transcript in full-lengthtranscriptome
assemblers” section).
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On these simulated datasets, we ran KisSpLICE [12] ver-
sions 2.1.0 (Ks_2.1.0) and 2.2.0 (Ks_2.2.0, with a maximum
number of branching vertices set to 5) and obtained lists of
detected bubbles that are putative alternative splicing (AS)
events. We also ran the full-length transcriptome assemblers
TRINITY version r2013_08_14 and OASES version 0.2.09 on
both datasets, obtaining a list of predicted transcripts, from
which we then extracted a list of putative AS events. For
OASES, there was one locus in each dataset for which we
were not able to extract the putative AS events. A manual
inspection revealed that they were mostly composed of sub-
parts of introns or UTRs flanked by repeats, usually copies
of ALUs. The presence of such high copy-number repeats
in these transcripts induced the clustering of all these unre-
lated sequences into one complex locus. More precisely, in
the dataset containing 5% of the reads from pre-mRNAs,
the largest locus that OAses predicted comprised 20,769
transcripts, while the second largest contained only 139
transcripts. In the other simulated dataset, the largest locus
comprised 39,389 transcripts, and the second largest con-
tained only 205 transcripts. This indicates that OASES faces
similar issues to Ks_2.1.0. For fairness of comparison, we
did not post-process these complex loci, and we were then
unable to retrieve the potential AS events that they could
describe. It is worth mentioning though, that the majority of
the transcripts inside these loci corresponded to subparts of
introns or UTRs, and not to full introns or exons, and there-
fore could not describe AS events.

In order to assess the precision and the sensitivity of
our method, we compared our set of found AS events to
the set of true AS events. Following the definition of AsT-
ALAVISTA, an AS event is composed of two sets of tran-
scripts, the inclusion/exclusion isoforms respectively. We
consider that an AS event is true if at least one transcript
among the inclusion isoforms and one among the exclu-
sion isoforms is present in the simulated dataset with at
least 5 reads per kilobase (RPK). The rationale for add-
ing this threshold is that very rare events are considerably
hard, or even impossible, to detect by all methods.

To compare the results of KisSpLICE with the true AS
events, we propose that a true AS event is a true positive
(TP) if there is a bubble such that one path matches the
inclusion isoform and the other the exclusion isoform. If
there is no such bubble among the results of KisSpLICE,
the event is counted as a false negative (FN). If a bubble
does not correspond to any frue AS event, it is counted
as a false positive (FP). To align the paths of the bubbles
to transcript sequences, we used the BLAT aligner [21]
with 95% identity and a constraint of 95% of each bubble
path length to be aligned (to account for the sequencing
errors simulated by FLUXSIMULATOR). We computed the
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Fig. 7 The overall values for sensitivity and precision, and the detailed sensitivity by expression levels of Ks_2.1.0, Ks_2.2.0, Trinmy and Oasts on the
two simulated datasets. a Overall sensitivity of the four methods on the two simulated datasets. b Overall precision of the four methods on the two
simulated datasets. ¢ Detailed sensitivity by expression levels of the four methods on the 5% pre-mRNA dataset. d Detailed sensitivity by expres-
sion levels of the four methods on the 15% pre-mRNA dataset. The expression levels in € and d represent several classes of expression of the minor
isoform. Each class (i.e. point in the graph) contains the same number of AS events. It is therefore an average sensitivity on a potentially broad class
of expression

sensitivity TP/(TP+FN) and precision TP/(TP+FP) for b, respectively. A first look reveals that Ks_2.2.0 outper-
each simulation case and we report their values for vari- forms the other three methods in both measures and
ous classes of expression of the minor isoform. Expres-  datasets.

sion values are measured in RPK. A closer look at Fig. 7a shows that both versions of
KisSpLICE had better sensitivity than both transcriptome
Local assembly: results assemblers in the 5% pre-mRNA dataset. However, due

The overall sensitivity and precision of Ks_2.2.0, to its inability to deal with repeat-associated regions, the
Ks_2.1.0, TRINITY and OASEs can be found in Fig. 7a, performance of Ks_2.1.0 drops substantially, from 46 to
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33%, when a higher rate of 15% of pre-mRNA is present
in the data. The same happened with OAasEs. Ks_2.2.0 and
TRINITY, on the other hand, were able to slightly improve
their sensitivity from the 5 to the 15% pre-mRNA data-
set. It is however worth mentioning that the sensitivity of
Ks_2.2.0 is substantially higher than the one of TRINITY
in the 15% pre-mRNA dataset. In summary, we can say
that Ks_2.2.0 is substantially more sensitive than all the
other three methods. This reflects the fact that most prob-
lematic repeats are in introns. A small unspliced mRNA
rate leads to few repeat-associated subgraphs, so there
are not many AS events drowned in them. In this case,
the advantage of using Ks_2.2.0 is less obvious, whereas
a large proportion of pre-mRNA leads to more AS events
drowned in repeat-associated subgraphs which are identi-
fied by Ks_2.2.0 and usually missed by the other methods.
In Fig. 7b we can see that Ks_2.2.0 and TRINITY pre-
sented the highest precision (98%) of all methods in the
5% pre-mRNA dataset. Although Ks_2.1.0 is ranked
third, it still presents a very high precision (95%), while
OasEes presented a moderate value (80%). Nevertheless,
the most important aspect to be observed in Fig. 7b is
that Ks_2.2.0 kept the same high precision even when a
higher rate of 15% of pre-mRNA is present in the data.
TRINITY, on the other hand, dropped significantly from
98 to 79%. This drop in precision is actually mostly due
to the prediction of a large number of intron retentions,
since TRINITY assembles both the mRNA and the pre-
mRNA. Ks_2.1.0 dropped slightly from 95 to 91%, and
Oasks dropped moderately, from 80 to 70%. In summary,
we can say that both versions of KisSpLICE are more
precise than both transcriptome assemblers, except that
TRINITY shows comparable precision if a small rate of
pre-mRNA is present in the data, and, more specifically,
that Ks_2.2.0 outperformed all the other three methods.
The high precision we obtain indicates that we have very
few false positives. Those mostly correspond to repeat-
induced bubbles mistakenly identified as AS events.
Finally, Fig. 7c, d present the detailed sensitivity by
expression levels of the four methods on both datasets,
allowing for a better understanding of their performance.
As we can see, Ks_2.2.0 presented the best sensitivity in
practically all expression levels in both datasets, while the
other three methods were worse, but comparable between
themselves. We can also observe that the gap between the
sensitivity of Ks_2.2.0 and the sensitivity of the other meth-
ods tends to increase as the expression levels of the genes
increase, especially in the 15% pre-mRNA dataset. Since
highly-expressed genes tend to present higher levels of pre-
mRNA content, they bring several repeat copies in their
introns, and thus some parts of their associated graphs are
complex and repeat-induced. Therefore, AS events inside
such genes tend to be trapped in troublesome regions of
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the graph, making them harder to find. As Ks_2.2.0 is able
to avoid such complex regions and retrieve the AS events
deeply plunged into them, it presents better sensitivity than
the other methods, especially in highly-expressed genes
and datasets with high rate of pre-mRNAs.

As was already reported in [12], KisSpLICE (i.e. both
Ks_2.2.0 and Ks_2.1.0) is faster and uses considerably less
memory than TRINITY and OASEs. For instance, on these
datasets, KisSPLICE uses around 5 GB of RAM, while
TRINITY uses more than 20 GB, and OASEs, around 18 GB.
However, it should be noted that both these latter methods
try to solve a more general problem than KisSpLICE, that is
reconstructing the full-length transcripts.

To conclude, our results show that Ks_2.2.0 is signifi-
cantly more sensitive and precise than Ks_2.1.0, TRIN-
1TY and OAsEs for the task of identifying AS events. The
advantage of using Ks_2.2.0 over the other three methods
is more evident when the input data contains high pre-
mRNA content or the AS events of interest stem from
highly-expressed genes.

On the usefulness of Ks_2.2.0 on real data

In order to give an indication of the usefulness of our
repeat-avoiding bubble enumeration algorithm with real
data, we also ran Ks_2.2.0 and Ks_2.1.0 on the SK-N-
SH Human neuroblastoma cell line RNA-seq dataset
(wgEncodeEH000169, total RNA). In Fig. 8, we have an
example of a non-annotated exon skipping event not
found by Ks_2.1.0. Observe that the intronic region
contains several transposable elements (many of which
are Alu sequences), while the exons contain none. This
is a good example of a bubble (exon skipping event)
drowned in a complex region of the de Bruijn graph.
The bubble (composed by the two alternative paths)
itself contains no repeated elements, but is surrounded
by them. In other words, this is a bubble with few
branching vertices that is surrounded by repeat-associ-
ated subgraphs. Since Ks_2.1.0 is unable to differentiate
between repeat-associated subgraphs and the bubble, it
spends a prohibitive amount of time in the repeat-asso-
ciated subgraph and fails to find the bubble.

Global assembly

To test our hypothesis that the Branching Measure is able
to identify problematic transcripts, we evaluated it on the
transcripts assembled by TRINITY on the two simulated
RNA-seq datasets described in “Local assembly: results”
section, and on two other real RNA-seq datasets: one
from the GEUVADIS project [18]' and one from a neuro-

! This dataset can be found at the ArrayExpress database (http://www.ebi.
ac.uk/arrayexpress/) under the accession number E-GEUV-6, and we used
the individual named NA06994, extract name “NA06994.2.M_111215_7
extract”.
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and LINE sequences (transposable elements)

blastoma SK-N-SH cell line (ENCODE) differentiated or
not using retinoic acid.” Even though our method is ref-
erence-free, we have chosen to evaluate it under a model
species so that we could make use of annotated reference
genomes to assess if our predictions are correct. We
compared our measure against two state-of-the-art
methods for de novo transcriptome evaluation, RSEM-
EvaL [4] and TRANSRATE [5], on the specific task of
identifying chimeric transcripts in TRINITY’s assemblies
on all four described datasets. In all our tests, we used
the contig impact score of RSEM-EVAL as a measure of
contig correctness. Formally, the contig impact score is a
statistical measure that compares the hypothesis that a
particular contig (i.e. transcript) is a true contig with the
null hypothesis that the reads composing the contig actu-
ally represent the background noise [4]. In other words,
the contig impact score determines the relative contribu-
tion of each transcript to explaining the assembly. Well-
assembled transcripts should therefore have a high contig
impact score, and badly assembled transcripts, including
chimeras, should have a low contig impact score. TRAN-
SRATE [5], on the other hand, allowed us to work with a
specific metric representing the probability that a contig
is derived from a single transcript. This metric denotes
the probability that the read coverage of a transcript is
best modelled by a single Dirichlet distribution, rather
than two or more distributions, and it corresponds to the
field sCsEQ of TRANSRATE’s output file CONTIGS.CSV.

As was shown before, one of the main errors that
transcriptome assemblers do is to build chimeric tran-
scripts. We compared the performances of the Branching

2 This dataset can be found at http://genome.crg.es/encode RNA_dash-
board/hg19/, and is also accessible with the following accession numbers:
ENCSRO00CPN—SRA: SRR315315, SRR315316 and ENCSROOOCT T—SRA:
SRR534309, SRR534310. For cell lines treated by retinoic acid, the reads
were 76nt long, while they were 100nt long for the non treated cells. Hence
we trimmed all reads to 76nt.

Measure, RseM-EvaL, and TRANSRATE on identifying
chimeric transcripts. In order to have our ground truth,
we first identified which assembled transcripts are chi-
meric with respect to a reference genome by using Algo-
rithm 1. In total, 253 out of 18,706 transcripts (1.3%) in
the 5% pre-mRNA dataset, 376 out of 26,407 transcripts
(1.4%) in the 15% pre-mRNA dataset, 375 out of 99,591
transcripts (0.3%) in the GEUVADIS dataset, and 2830
out of 457,383 transcripts (0.6%) in the SKNSH dataset
were classified as chimeric. Figure 9 depicts four ROC
curves showing the performance of the three methods
on all datasets. We can observe that the Branching Meas-
ure outperforms both RSEM-EvAL and TRANSRATE by a
large margin in all tests and, with a high-value threshold,
is also able to flag a majority of the chimeric transcripts
while keeping a low false positive rate. These experiments
show that, in the provided datasets, chimeric transcripts
could be well captured by the Branching Measure. Our
false positives include well-assembled transcripts tra-
versing high copy-number low divergence repeats, and
our false negatives include chimeric transcripts that did
not go through a complex region. The main issue with
RseM-EvaL and TRANSRATE, on the other hand, is that
both methods failed to find chimeric transcripts assem-
bled from genes with similar expression levels. These
chimeras had low scores and corresponded to the false
negatives at the end of the ROC curves for RsEeM-EvaL
and TRANSRATE. As a side effect of this misclassifica-
tion, many well-assembled transcripts had higher scores
than several real chimeras, and were mistakenly flagged
as chimeras.



Lima et al. Algorithms Mol Biol (2017) 12:2

Page 16 of 19

o_| o_| .
— - 7
o
© ©
ST 2
Q .9 /
T © | © o |
=) (=]
2 2
3 @
8 g
< (O
g3 | =
= ‘ =
Legend Legend
o - — BM-5 o | BM-5
e — BM-20 e BM-20
—— BM-40 BM-40
—— RSEM-EVAL RSEM-EVAL
Transrate Transrate
o o
S o
T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
False positive rate False positive rate
a b
o_| o]
© ©
S 2
© ]
T ©_| C o |
= o (=]
2 2
3 2
g 2
(0]
g 3 S 3
= =
Legend Legend
| — BM-5 o | — BM-5
e — BM-20 e — BM-20
—— BM-40 —— BM-40
—— RSEM-EVAL —— RSEM-EVAL
Transrate Transrate
o _| o] !
o o -
T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
False positive rate False positive rate

Cc

d

Fig. 9 The performance of the Branching Measure, Rsem-Eval, and TransRATE on identifying chimeric transcripts on the four datasets described in
“Global assembly” section. BM-x stands for Branching Measure using a window of size x. In this test, the 10% leftmost and rightmost parts of the
transcripts were disregarded in the Branching Measure calculation. a Simulated dataset with 5% pre-mRNA. b Simulated dataset with 15% pre-
mMRNA. ¢ GEUVADIS dataset. d SKNSH dataset
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Algorithm 1: GetChimericTranscripts(7, G)

Definition 1: An alignment a(¢,G) of ¢ to G is a good alignment if it aligns

more than 80% of ¢ with matches;

Definition 2: An alignment a(¢,G) of ¢t to G is a potential chimeric

alignment if it aligns at least 100 bases, but less than 80% of ¢ with matches;

Definition 3: If we have two alignments a; and as such that the largest covers

at least 80% of the smallest, we can merge a; and ay into an alignment a,,,,

where the start position of a,, is the leftmost start position between a; and as

and the end position of a,, is the rightmost end position between a; and as.

Data: Set of transcripts 7 and a reference genome G

Result: Set of chimeric transcripts C

Map each t € T to G (e.g. using BLAT);

C « 0;
foreach t € 7 do

alignments then

until convergence;

if | MMPCA| > 2 then
LC—CuUt

return C

if t has no good alignments and t has 2 or more potential chimeric

Let M PC A be all maximal potential chimeric alignments of ¢;
Let MM PCA be a set obtained by merging all alignments in M PC A

Concluding remarks and perspectives

Although transcriptome assemblers are now commonly
used, their way to handle repeats is not satisfactory, argu-
ably because the presence of repeats in transcriptomes
has been underestimated so far. Given that most RNA-
seq datasets correspond to total mRNA extractions,
many introns are still present in the data and their repeat
content cannot be simply ignored. Although repeats in
transcriptomic and genomic data cause similar problems
to assemblers, the specificities of each mean that a suc-
cessful strategy in one context may fail in the other. It is
thus essential for transcriptome assemblers to formally
address the repeats problem.

In this paper, we first proposed a simple formal model
for representing high copy-number repeats in RNA-seq
data. Exploiting the properties of this model, we estab-
lished that the number of compressible arcs is a rel-
evant quantitative characteristic of repeat-associated
subgraphs. We proved that the problem of identifying
in a de Bruijn graph a subgraph with this characteris-
tic is NP-complete. However, this characteristic drove

the design of an algorithm for efficiently identifying AS
events that are not included in repeated regions. The new
algorithm was implemented in KisSPLICE version 2.2.0,
and by using simulated RNA-seq data, we showed that it
improves significantly the sensitivity of the previous ver-
sion of KisSpLIcE, while also improving its precision. In
addition, we compared our algorithm to TRINITY and
Oasks, and showed that for the specific task of calling
AS events, our algorithm is significantly more sensitive
while also being more precise. Our results also showed
that the advantage of using KisSpLICE version 2.2.0 is
more evident when the input data contains high pre-
mRNA content or the AS events of interest stem from
highly-expressed genes. Moreover, we gave an indication
of the usefulness of our method on real data. Finally, we
explored the proposed model in the context of full-length
transcriptome assembly by introducing the Branch-
ing Measure, which is able to flag the transcripts that go
through a complex region in the de Bruijn graph. Even
though one should not directly consider low-confidence
transcripts as erroneous ones since they could have been
correctly assembled despite the hardness, the described
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measure is useful from a user’s point-of-view since it ena-
bles to flag the transcripts that result from a “difficult”
choice during the assembly, no matter which assembler
is used. We showed that this measure can indeed cap-
ture assembly errors in real cases and, when compared
to RsEM-EVAL [4] and to TRANSRATE [5] on the specific
task of identifying chimeric transcripts, the measure we
propose outperformed the ones used by Rsem-EvaL and
TRANSRATE by a large margin. The originality of our
work, when compared to other methods for transcrip-
tome assembly evaluation, is that we use only the topol-
ogy of the graph. Despite the successful application of the
Branching Measure in global transcriptome assembly, it
remains a simple method, and in particular, we would
like to emphasise that it must be seen as a proof of con-
cept that exploring the topology of the subgraph around
a transcript can give some hints about its confidence
level, quality, assembly hardness, etc. The method pro-
posed is not a full-fledged one for assessing transcripts in
a de novo context. It could however be a promising direc-
tion to improve transcriptome assembly evaluation, espe-
cially when combined with statistical and read-mapping
approaches (e.g. RSEM-EVAL [4] or TRANSRATE [5]).

As concerns the local transcriptome assembly of
variations, the most interesting open problem which
currently remains is how to efficiently enumerate
AS events whose variable region (e.g. skipped exon,
retained intron) traverses repeats. Although the appli-
cation of the proposed model enabled to retrieve sev-
eral AS events that were previously missed, the current
algorithm is still only able to avoid repeats, not to
solve them. The presence of repeats in RNA-seq data
shows that transcriptome assemblers should formally
address the repeats issue, as is generally the case of
genome assemblers, preferably by solving them. Even
if repeats are less frequent in transcriptomic data and
are thus easier to solve than in the genomic context,
the complexity and ambiguity they add are enough to
cause problems if not addressed properly. If this is not
done, it will impact the assembly of full-length tran-
scripts or variants, leading to either erroneous or frag-
mented ones, especially in regions that are more prone
to contain repeats, such as introns, UTRs, and exonised
repeats.

As concerns future works, our repeats model could be
improved. One direction would be to employ a tree-like
structure to take into account the evolutionary nature of
repeat (sub)families. Variability in the sizes of the copies
of a repeat family would also enable to model more real-
istically the true nature of families of transposable ele-
ments (the type of repeats which cause most trouble in
assembly). Another example would be to explicitly model
sequencing errors in Theorem 1. Although, in practice,
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assemblers like KisSplice [1] employ a sequencing error
removal module, it remains unclear how to distinguish
the structures created by sequencing errors from the
ones induced by a lowly-expressed member of a highly-
expressed family of repeats, or by infrequent allelic dif-
ferences in pool-seq. The difficulty increases in regions
that are highly expressed or that present sequencing
error bias. In practice, error removal strategies may be
too stringent and erroneously remove SNPs and repeats.
Taking into account the sequencing errors in the model
would make it applicable even without any pre-process-
ing of the data, and would thus be more sensitive for find-
ing repeats if such errors are correctly modeled. Finally,
the Branching Measure could also be extended to identify
truncated transcripts and isoforms stemming from par-
alogous genes.
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Chapter 3. Playing hide and seek with repeats in local and global de novo
88 transcriptome assembly of short RINA-seq reads




Chapter 4

Complementarity of assembly-first
and mapping-first approaches for
alternative splicing annotation and
differential analysis from RNAseq
data

Preamble

Key points

Tools for de novo assembly of alternative splicing events allow to discover novel
variants even when a good reference genome and annotations are available;

Assembly-first approaches can better detect events that: i) involve novel exons or
novel combinations of existing exons; ii) stem from paralogous genes;

Mapping-first approaches can better detect events that: i) are lowly-expressed; ii)
contain repeats; iii) are complex;

No approach is exhaustive. Mapping-first and assembly-first approaches each sys-
tematically misses some types of alternative splicing events. Furthermore, many
events that were found only by one approach are differentially regulated across con-
ditions. As such, these events should not be discarded from the analysis. Therefore,
the diversity of splicing variants can be better explored by a combination of both
approaches;

Better methods are needed for the detection of events that: i) are lowly-expressed;
ii) are exonized repeats; iii) are complex splicing variants; iv) stem from paralogous
genes.
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Complementarity of assembly-first
and mapping-first approaches for
alternative splicing annotation and
differential analysis from RNAseq
data

Clara Benoit-Pilven?, Camille Marchet?, Emilie Chautard™?, Leandro Lima?, Marie-Pierre Lambert?,
Gustavo Sacomoto?, Amandine Rey?, Audric Cologne?, Sophie Terrone?, Louis Dulaurier?,
Jean-Baptiste Claude?, Cyril F. Bourgeois?, Didier Auboeuf! & Vincent Lacroix?

Genome-wide analyses estimate that more than 90% of multi exonic human genes produce at least

" two transcripts through alternative splicing (AS). Various bioinformatics methods are available to

analyze AS from RNAseq data. Most methods start by mapping the reads to an annotated reference
genome, but some start by a de novo assembly of the reads. In this paper, we present a systematic
comparison of a mapping-first approach (FARLINE) and an assembly-first approach (KisSPLICE). We
applied these methods to two independent RNAseq datasets and found that the predictions of the two
pipelines overlapped (70% of exon skipping events were common), but with noticeable differences. The
assembly-first approach allowed to find more novel variants, including novel unannotated exons and
splice sites. It also predicted AS in recently duplicated genes. The mapping-first approach allowed to find
more lowly expressed splicing variants, and splice variants overlapping repeats. This work demonstrates

. thatannotating AS with a single approach leads to missing out a large number of candidates, many of
* which are differentially regulated across conditions and can be validated experimentally. We therefore

advocate for the combined use of both mapping-first and assembly-first approaches for the annotation
and differential analysis of AS from RNAseq datasets.

In the last 10 years, the prevalence of alternative splicing has been completely re-evaluated. Recent reports claim
that more than 90% of multi-exon genes produce at least two splicing variants?. The depth at which transcrip-
tomes can be sampled with next generation sequencing techniques opens the possibility not only to annotate
splicing variants in various conditions, but also to detect which transcripts are differentially spliced across patho-

logical and physiological conditions.

This growing interest in splicing both as a fundamental process and because of its implication in pathologies’>

© hasbeen accompanied by an increasing number of methods aiming at analyzing RNAseq datasets®~. The ultimate

goal of these methods is to identify and quantify full-length transcripts from short sequencing reads. This task is

particularly challenging and recent benchmarks show that all methods still make a lot of mistakes’. The difficulty

of reconstructing full-length transcripts (isoform-centric approaches) also prompted a number of authors to

focus on identifying exons that are differentially included within transcripts (exon-centric approaches) %1,
Whether they are exon- or isoform-centric, methods to study splicing from RNAseq data can further be

divided in two main categories'’. The mapping-first approaches first map the reads to the reference genome and

IUniversité de Lyon, ENS de Lyon, Université Claude Bernard, CNRS UMR 5239, INSERM U1210, Laboratory
of Biology and Modelling of the Cell, 46 Allée d'Italie Site Jacques Monod, F-69007, Lyon, France. 2Université de
Lyon, F-69000, Lyon; Université Lyon 1; CNRS, UMR5558, Laboratoire de Biométrie et Biologie Evolutive, F-69622,
Villeurbanne, EPI ERABLE - Inria Grenoble, Rhdne-Alpes, France. ?IRISA Inria Rennes Bretagne Atlantique CNRS UMR
6074, Université Rennes 1, GenScale team, Rennes, 263 Avenue Général Leclerc, Rennes, France. Correspondence
and requests for materials should be addressed to D.A. (email: Didier.auboeuf@inserm.fr) or V.L. (email: Vincent.
lacroix@univ-lyonl.fr)
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the mapped reads are then assembled into exons and eventually transcripts. In contrast, assembly-first approaches
first assemble the reads based on their overlaps. The assembled sequences (corresponding to sets of exons) are
then aligned to the reference genome.

Mapping-first approaches have been the most used so far, essentially because they were the first to be devel-
oped and because they initially required less computational resources. De novo assembly methods were also
thought to be restricted to non-model species, where no (good) reference genome is available, and they seemed
to be inadequate when an annotated reference genome is available.

Recent progress in de novo transcriptome assembly is clearly changing this view, and the argument of the
heavier computational burden does not hold anymore.

The application of de novo assembly to human RNAseq datasets however still remains rare, although some
studies have already shown its potential to detect novel biologically relevant splicing variants'>'°.

The generalization of de novo assembly approaches for studying splicing in human seems to be mostly impeded
by the lack of a clear evaluation of its potential interest in comparison to more traditional mapping-based
approaches.

This is the gap we aim at filling with the work presented here.

To achieve this goal, we performed a systematic evaluation of an assembly-first and a mapping-first approach
on two RNAseq datasets.

As a first step, we compared pipelines that we developed in parallel, namely KisSpLicE and FARLINE, because
we could easily control their parameters. Any difference between the predictions that is solely due to a parameter
setting could be fixed easily, which enabled us to obtain a precise understanding of the irreducible differences
between the two approaches.

In a second step, we confirmed the generality of our findings by benchmarking our methods against Cufflinks®,
MISO" and Trinity'’, which are widely used pipelines.

A significant part of our work has been to manually dissect a number of cases found by only one of the two
methods. This enabled us to go beyond a simple qualitative description and provide the community with a precise
understanding of which cases are overlooked by each type of method, and where new methods are needed.

All the software and step-by-step protocols presented in this work are freely available at http://kissplice.prabi.
fr/pipeline_ks_farline. This should facilitate the reproducibility of our work, and applications to other datasets.

From a general point of view, the combination of approaches we propose should enable to improve
splicing-related transcriptomic analyses in physiological and pathological situations.

Results

KisSpPLICE and FARLINE. Figure 1 presents schematically the two pipelines that we developed and com-
pared. A detailed description of each step is given in the Methods section. In the assembly-first approach, a De
Bruijn graph is built from the reads. Alternative splicing events, which correspond to bubbles in this graph are
enumerated and quantified by KisSpLICE. Each path is then mapped on the reference genome using STAR and the
event is annotated by KisSPLICE2REFGENOME, using the EnsEMBL r75 annotations as an evidence. Importantly,
exons not present in the annotations can be identified by this approach. In the mapping-first approach, reads
are aligned to the reference genome using TopHat2. Mapped reads are then analyzed by FARLINE, using the
EnsEMBL r75 annotations as a guide.

We also tested STAR instead of TopHat2 for the mapping-first pipeline, and found that our main results were
essentially unchanged (see Methods).

Quantification of splicing variation is performed similarly in the two pipelines. Only junction reads are con-
sidered. Exonic reads are not considered, for reasons exposed in Methods. For the inclusion isoform, there are
two junctions to consider. We calculate the mean of the counts of these two junctions.

The differential analysis is performed by a common method for the two approaches: k1ssDE, which tests if the
relative abundance of the inclusion isoform has changed significantly across conditions.

Overall, we developed and adapted jointly these two pipelines in order to minimize the discrepancies that
could complicate the comparison.

The majority of frequent isoforms are identified by both approaches.  Applying KisSpLicE and
FARLINE to the same RNAseq datasets generated by the ENCODE consortium (SK-N-SH cell lines treated or
not with retinoic acid), we noticed that 68% of the alternatively skipped exons (ASE) identified by KisSpLICE
were also identified by FARLINE and that 24% of ASEs identified by FARLINE were also identified by KisSpLICE
(Fig. 2A). This observation highlights that the mapping-first approach predicts a much larger number of events.
This difference in sensitivity is due to the fact that while mapping-first approaches require that each exon junction
is covered by at least one read, assembly-first approaches require overlapping reads across the entire skipped exon.
Therefore, it can be anticipated that low abundant isoforms, that are covered by few reads, will be reported by
mapping, but not by the assembly-first approach. Supporting this prediction, we observed that for ASEs reported
only by FARLINE, the number of reads supporting the minor isoform is much lower than in the other categories
(Fig. 2 B). The same results were obtained using another RNAseq dataset representing MCF-7 cells expressing or
not the DDX5 and DDX17 splicing factors (Supplementary Figure S1).

Having clarified that rare variants are better handled by the mapping-first approach, we decided to filter them
out, in order to analyse other differences between the two approaches. Experimental validations by RT-PCR that
we performed on rare variants stratified by read support enabled us to clarify that both an absolute and a relative
cutoff on the number of reads are required to discriminate variants which can be validated from those which
cannot. Indeed, out of the 48 tested cases, we were able to validate 41 (Supplementary Figure S9). The non vali-
dated cases indeed corresponded to cases supported by fewer reads. However, what really departed them from
the validated cases was their lower relative abundance (Supplementary Figure S10, Supplementary Table 1). In the

SCIENTIFICREPORTS | (2018) 8:4307 | DOI:10.1038/s41598-018-21770-7 2
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Figure 1. The two pipelines compared in this study: KisSpLicE and FARLINE. The first step of KISSPLICE is to
assemble the reads and extract the splicing events. These events are then mapped back to the reference genome
and classified by event type. The annotated and quantified events are then used for the differential analysis
between the biological conditions. In contrast, the first step of FARLINE is to map the reads on the reference
genome. From this mapping, annotated and quantified events are extracted. Finally, the differential analysis is
done with the same method as in the KisSPLICE pipeline.

remaining of our work, we chose to use both criteria and we filtered variants supported by less than 5 reads, and
less than 10% compared to the major isoform.

As expected, the proportion of candidates reported simultaneously by both methods increased significantly.
Approximately 70% of predicted skipped exons were indeed found by both approaches after filtering lowly
expressed isoforms. (Fig. 2C, Supplementary Figure S1C).

Furthermore, the estimation of their inclusion rates was consistent across the two approaches (R? > 0.9)).

Beyond the overall concordance of the two approaches in detecting common splicing events, a number of
candidates remained reported by only one approach. Since many of them have a highly-expressed minor isoform
(supported by more than 100 reads) (Fig. 2D, Supplementary S1D), the failure of one approach to detect them is
likely not due to a lack of coverage.

For events only found by one approach, we patiently dissected the reasons why they could have been missed
out by the other approach. This enabled us to define 4 main categories which cover 70% of the cases (Fig. 3A) The
remaining 30% of cases did not fit into clearly defined biological categories. We however classified them using
methodological criteria. The full list of categories is presented in Supplementary Table 2. For each of the 4 main
categories, we selected cases to validate experimentally. All 34 RT-PCR validations were successful and are pre-
sented in Supplementary Figure S11 confirming that these events are not false positives.

Some isoforms are systematically missed by one approach. The first category corresponds to cases
that were missed out by the mapping-first approach and corresponds to alternative splicing events involving novel
exons or novel combinations of existing exons.

SCIENTIFICREPORTS | (2018) 8:4307 | DOI:10.1038/s41598-018-21770-7 3
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Figure 2. Comparison of the ASE identified by the assembly-first and mapping-first pipelines. (A) Venn
diagram of ASEs identified by the two pipelines. FARLINE detected many more events than KisSPLICE. 68% of
ASE found by K1sSpLICE were also found by FARLINE and 24% of ASE detected by FARLINE were also found
by KisSpLICE. (B) Boxplot of the expression of the minor isoform in the 3 categories defined in the Venn
diagram of panel A: ASE identified only by FARLINE, ASE identified by both pipelines and ASE identified only
by KisSpLICE. The number of reads supporting the minor isoform of the ASE identified by FARLINE is overall
much lower. Many isoforms are supported by less than 5 reads. (C) Venn diagram of ASEs identified by the two
pipelines after filtering out the poorly expressed isoforms (less than 5 reads, or less than 10% of the number of
reads supporting both isoforms). The common events represent a larger proportion than before filtering: 77%
of the ASE identified by FARLINE and 69% of the ASE identified by KisSpLicE. (D) Boxplot of the expression of
the minor isoform in the 3 categories defined in the Venn diagram of panel C: ASE identified only by FARLINE,
ASE identified by both pipelines and ASE identified only by KisSpLICE. The distribution of the number of reads
supporting the minor isoform is similar for the 3 categories with highly expressed variants in each category.

There are two reasons to explain why the mapping-first approach does not detect these events. First the map-
per may fail to map the reads, or map them to an incorrect location, as junction discovery using short reads is
a challenging task. Second, even in the case where the mapper succeeds, FARLINE may fail to report the event
because it relies on annotations. Among these 1864 cases, we distinguished 3 sub-categories of errors due to the
annotation. Either the exon is unannotated (30%), one of its flanking exon is unannotated (13%) or both exons
are annotated but no transcript combining them was annotated (57%).

The assembly-first approach, KisSPLICE, does not consider annotations, and an interesting resulting advantage
is that novel junctions have the same chance to be assembled as known junctions. Mapping assembled novel junc-
tions to the genome is indeed less challenging than read mapping because the assembled sequences are longer.

More importantly, the ability of K1sSpLICE to identify novel splicing events comes from the fact that it intro-
duces known annotations as late as possible in its pipeline (see Methods). Annotations are used as an evidence,
not as a filter. AS events involving novel splice sites are clearly identified as such, and can be specifically tested and
experimentally validated. More than 99% of the novel splice sites were canonical splice sites (GT-AG).

As an example, the HIRA gene contains a novel exon, whose inclusion is supported by at least 20 reads on each
junction (Fig. 3B, Supplementary Figure S8A). This case was overseen by the mapping-first approach, FARLINE.
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Figure 3. (A) Main categories explaining why some exons are detected by only one method. (B) The exon in
intron 8 of the HIRA gene is an example of an exon not annotated in EnsEMBL r75. This event was identified by
KisSpLICE but not by FARLINE. (C) RASA4 and RASA4B are 2 paralog genes. KisSpLICE detected 2 isoforms that
could be produced by these 2 genes. FARLINE did not detect any event in either of these genes. The exon skipped
is exon 18 in RASA4 (corresponding to exon 17 in RASA4B). The third band on the RT-PCR is the inclusion

of another exon in the intron 18 of RASA4. (D) Exon 2 of the RAB5C gene is an example of exon skipping
overlapping an Alu element identified only by FARLINE. The events in panel B to C were validated by RT-PCR.
(E) The RPAIN gene contains a complex event with a lowly expressed isoform. This weakly expressed isoform
was not identified by KisSpLiCE, while the other isoforms were identified by both approaches.

The panel B of the Supplementary Figure S8 shows an example of an ASE not reported by FARLINE because the
included exon was not present in the transcripts.

The second category of splicing events identified by only one approach corresponds to recent gene duplica-
tions. Untangling the relation between alternative splicing and gene duplication is a difficult topic, subject to
debate'®!. It is indeed difficult to assess the amount of alternative splicing that occurs within paralogous genes.
With the mapping-first approach, the reads stemming from recent paralogs are classified as multi-mapping reads.
FARLINE, like the vast majority of mapping-first pipelines, discards these reads for further analysis, as their pre-
cise location cannot be clearly established. This results in silently underestimating alternative splicing in recent
paralog genes. Note that setting the mapper to keep multi-mapping reads in the analysis leads to overestimating
alternative splicing, as all members of the family will be predicted as alternatively spliced. In opposition, de novo
assembly can faithfully state that a family of recent paralogs collectively produce two isoforms that vary in their
sequence. However, whether the two isoforms are produced from the same locus or from different loci remains
undetermined. KisSpLICE detects these cases of putative AS in paralog genes. Figure 3C illustrates the case with
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genes RASA4 and RASA4B. Exon 18 in RASA4 (denoted as exon 17 in RASA4B) was detected to be skipped.
The exclusion isoform is supported by 160 reads, while the inclusion isoform is supported by 400 reads. The
mapping-first approach did not detect either of these isoforms at all. Another example from this category is pre-
sented in Supplementary Figure S2C.

The third category of splicing events identified by only one approach corresponds to cases that are missed
out by the assembly-first approach. Out of the 1663 cases belonging to this category, a large fraction (21%) cor-
responds to cases where the skipped exon overlaps a repeat, notably Alu elements. Alu are transposable elements
present in a very large number of copies in the human genome®’. Most of these copies are located in introns and
a number of them have been exonised*"?*. The reason why the mapping-first approach is able to identify these
cases is because even though the reads partially map to repeated sequences, the boundaries of these exons are
unique and annotated. Hence the mapper, if set properly, can map these reads to unique annotated exon junctions
and is not confused by multiple mappings. Importantly, if the annotations are not provided to the mapper, it will
be confused by multiple mappings and will not be able to map the read to the correct location (Supplementary
Figure S7). Figure 3D and Supplementary Figure S2D represent two RT-PCR validated Alu-derived exons identi-
fied by the mapping-first approach. The assembly-based approach fails to detect most of these events. The reason
is that, although they do form bubbles in the DBG generated by the reads, these bubbles are highly branching
(supplementary figure http://kissplice.prabi.fr/sknsh/graph_ RAB5C_distance_3.html23). Enumerating branch-
ing bubbles is computationally very challenging, and may take a prohibitive amount of time. In practice, we
restrict our search to the enumeration of bubbles with at most 5 branches (Supplementary Figure S12A).

The fourth category of splicing events identified by only one approach corresponds to cases where more
than two splicing isoforms locally coexist, and one of them is poorly expressed compared to the others. The
RPAIN gene is a good illustration of such cases (Fig. 3E), as exons 5 and 6 of RPAIN may be skipped and the
intron between exons 4 and 5 may be retained. While both methods successfully reported the skipping of exon
6, with exons 5 and 7 as flanking, FARLINE additionally reported the skipping of the same exon, but with exons
4 and 7 as flanking exons. The reason why KisSpLicE did not report this case is because the junction between
exons 4 and 6 is relatively weakly supported. More specifically, this junction is supported by only 55 reads, which
accounts for less than 2% of the total number of reads branching out from exon 4. Transcriptome assemblers,
like K1sSpLICE, usually interpret such relatively weakly supported junctions as sequencing errors or spurious
junctions in highly-expressed genes, therefore disregarding them in the assembly phase (see Supplementary
Methods). Supplementary Figure S2E shows another example of a complex event not correctly handled by
KisSpLICE because there were locally more than 5 branches.

Comparison of the approaches after differential analysis. Beyond the tasks of identifying exon skip-
ping events, a natural question which arises when two conditions are compared is to assess if the exon inclusion
rate significantly changed across conditions.

In order to test this, we took advantage of the availability of replicates for both the SK-N-SH cell line and the
same cell line treated with retinoic acid. For each detected event, we tested with xk1ssDE?*, whether we could
detect a significant association between one isoform and one condition. Focusing on those condition-specific
events, we again partitioned them in events reported by both methods, by FARLINE only and by KisSpLICE only.
As shown in Fig. 4, the majority of condition-specific events were detected by both approaches. This is the case
for instance of exon 22 of gene ADD3 which is clearly more included upon retinoic acid treatment (Fig. 4C),
with a DeltaPSI of 27%. The estimation of the DeltaPSI is overall very similar across the two approaches (Fig. 4B)
with a correlation of 0.94. The outliers essentially correspond to ASE with several alternative donor/acceptor
sites. K1sSPLICE considers these events as different exons while FARLINE considers them as an unique exon, and
sums up all the incoming (resp. outgoing) junction counts. Hence, the read counts will differ. Supplementary
Figure S8D gives an example.

When focusing on condition-specific events, the proportion of events predicted by only one method
increased, for two main reasons. First, some ASE annotated by both approaches were predicted to be differentially
included only by one method. This is again due to differences in the quantification of the inclusion rate, especially
for ASE with multiple 5" and 3’ splice sites. Second, some of the exons that were missed out by one method at the
identification step happened to be condition specific. This is the case of an exon in NINL intron 5 (Fig. 4D), only
identified by KisSpLICE because it was not annotated. This is also the case of SARIB exon 3 (Fig. 4E), only iden-
tified by FARLINE because it overlaps with an Alu element. The analysis of the MCF-7 RNAseq dataset gave very
similar results (Supplementary Figure S3).

The observation that many of the AS events that were annotated only by one method are differentially regu-
lated across conditions confirms that these AS events should not be discarded from the analysis. Focusing only on
AS events annotated by one approach may lead to miss splicing events which are central in the biological context.

Overlap with other methods. In a first step, we picked FARLINE and KisSPLICE as examples of a
mapping-first and an assembly-first approach respectively. Clearly, there are other published methods in both
categories. MISO is probably the most widely used to annotate AS events. We therefore ran it on the same datasets
to check how its predictions overlapped with ours. As shown in Fig. 5A (SK-N-SH dataset), 77% of predictions
made by MISO were common to both FARLINE and KisSpLICE, 18% were only common with FARLINE, 2% were
only common to KisSpLICE and the remaining 3% were specific to MISO. The overlap between the different
methods was very similar when the MCF-7 RNAseq dataset was used (Supplementary Figure S4A). Overall,
almost all candidates predicted by MISO were also predicted by FARLINE. This large overlap with FARLINE was
expected, because both are mapping-first approaches. This also shows that the differences between mapping- and
assembly-first approaches reported above are not limited to one mapping-first approach.
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Figure 4. (A) Condition-specific variants identified by FARLINE, KisSPLICE or both methods. Within dashed
lines are events identified by both approaches but detected as condition-specific by only one approach. (B)
DeltaPSI as estimated by KisSpLick and FARLINE, for events identified by both methods. The red dots represent
complex events for which KisSpLICE found at least 2 ‘bubbles’ (C) Exon 22 of the ADD3 gene is an example of
regulated ASE identified by both approaches. (D) A new exon in intron 5 of NINL gene is identified only by
KisSprice. The inclusion of this exon is differentially regulated between the 2 experimental conditions. (E)
Because exon 3 of the SARIB gene is an exonised Alu element, only FARLINE identified this event. Moreover
this exon is significantly more included in the treated cells (SK-N-SH RA) compared to the control cells.

Besides exon-centric approaches, which aim at finding the differentially spliced exons, there is also a number
of published methods which are isoform-centric and have the more ambitious goal to reconstruct full-length
transcripts at the expense of underestimating alternative splicing.

The most widely used mapping-first and isoform-centric approach is Cufflinks® that we compared to FARLINE
using the same dataset. As shown in Fig. 5B (and Supplementary Figure S4B), we found that the vast majority of
ASE were predicted by both approaches.

Finally, we compared KisSPLICE to one of the most widely used de-novo transcriptome assembler, Trinity'”.
As shown in Fig. 5D (and Supplementary Figure S4D), most ASE found by Trinity were also found by KisSpLICE.
However, KisSPLICE was significantly more sensitive. The goal of Trinity is to assemble the major isoforms
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Figure 5. (A) 77% of ASE identifed by MISO are also annotated by FARLINE and KisSpLICE. 18% of MISO’s
ASE are also annotated by FARLINE while only 2% of MISO’s ASE are also annotated by KisSpLICE. Finally,
only 3% of these ASEs are only annotated by MISO. (B) Most of the events annotated by Cufflinks are identified
by FARLINE. (C) GTF2I exon 13 is an example of an ASE annotated by FARLINE but not by Cufflinks. Indeed,
Cufflinks only identified the isoform corresponding to the exon inclusion. (D) Most of the events annotated by
Trinity are also annotated by KisSpLicE. But half of the ASE annotated by KisSpLICE are not annotated by the
global assembler Trinity. (E) KisSPLICE annotates an ASE in the RFWD2 gene, while Trinity only identified the
isoform corresponding to the exon inclusion. The events in panels C and E have been validated by RT-PCR.

for each gene, it therefore largely under-estimates alternative splicing, especially inclusion/exclusion of short
sequences.

For completeness sake, we also provide an all-vs-all comparison (Supplementary Figure S5). An interac-
tive version of this Figure is available at http://kissplice.prabi.fr/pipeline_ks_farline/. The list of events found
by any used method can be retrieved from this interactive figure and analysed in IGV; to reproduce the sashimi
plots of the paper. The general conclusions from these comparisons is that there is a clear distinction between
mapping-first and assembly-first approaches, and between exon-centric and isoform-centric approaches, the lat-
ter being less sensitive.

Discussion

De novo assembly is usually applied to non-model species where no (good) reference genome is available. We
show here that even when an annotated reference genome is available, using assembly offers a number of advan-
tages. We named this approach “assembly-first” because it does use a reference genome, but as late as possible in
the process, in order to minimize the a priori on which exons should be identified.

Using this strategy, we identified novel alternatively skipped exons, which were not identified by traditional
read mapping approaches (Fig. 3 and Supplementary Figure S2). While it is believed that the human genome is
fully annotated, it is important to underline that we have not yet established a final map of the parts of the genome
that can be expressed. It can be anticipated that sequencing of single-cells from different parts of the body will
lead to the discovery of a huge diversity of transcripts and that a substantial number of new exons will be dis-
covered. An example is the case of unannotated skipped exons which overlap with repeat elements. We cannot
exclude that this category is currently largely under-annotated.

We also showed that assembly-first approach has the ability to detect splicing variants within recently dupli-
cated genes (Fig. 3 and Supplementary Figure S2). This is because mapping approaches discard reads which map
to multiple genomic locations. Identification of such splicing variants produced from different genomic regions
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sharing sequence similarities (e.g. paralog genes, pseudogenes) is however very important, since splicing variants
generated from paralogous genes but also from pseudogenes may have different biological functions®.

Conversely, we showed that some ASE were detected only by the mapping-first approach. As shown in
Fig. 2 (and Supplementary Figure S1), we observed that the mapping-first approach has a better ability to detect
lowly-expressed splicing variants. Although such lowly-expressed splicing variants are often considered as
“noise” or biologically non relevant, caution must be taken with such assumptions for several reasons. First,
mRNA expression level is not necessarily correlated with protein expression level. Second, as observed from
single-cell transcriptome analyses, some mRNAs can be expressed in few cells, within a cell population (e.g.
they are expressed at a specific cell cycle step) and may therefore appear to be expressed at a low level in total
RNAs extracted from a mixed cell population?®. Therefore, computational analysis should not systematically dis-
card lowly-expressed splicing variants and filtering these events should depend on the biological questions to be
addressed.

We also observed that the mapping-first approach better detects exons corresponding to annotated-repeat
elements (Fig. 3 and Supplementary Figure S2). While it has been assumed for a long time that repeat elements
are “junk’, increasing evidences support important biological functions for such elements. For example, repeat
elements like Alu can evolve as exons and the presence of Alu exons in transcripts has been shown to play impor-
tant regulatory functions**’.

When two methods give non-overlapping predictions, the temptation could be to focus on exons found by
both approaches and to discard the others. We argue that this is not the best option, because approach-specific
cases can be validated experimentally, and also because many of them correspond to regulated events, i.e. the
inclusion isoform is significantly up or down regulated depending on the experimental condition.

In conclusion, combining mapping- and assembly-first approaches allows to detect a larger diversity of splic-
ing variants. This is very important towards the in depth characterization of cellular transcriptome although other
approaches are further required to analyze their biological functions.

From a computational perspective, a number of challenges are still ahead. The co-development of two
approaches enabled us to narrow down the list of difficult instances not properly dealt with by at least one
approach, but we cannot exclude that some categories are still missed out by both approaches. The categories of
challenging cases that we defined in Fig. 3: lowly-expressed variants, exonised Alu, complex splicing variants, par-
alogs have been overlooked up to now. Possibly because they are much harder to detect, they have been assumed
to play a minor role in transcriptomes, but more recent studies however argues the opposite.

For exonised ALUs, paralog genes and genes with complex splicing patterns, the possibility to sequence longer
reads with third generation techniques***’ should prove very helpful. The number of reads obtained with these
techniques is however currently much lower than with Illumina, thereby preventing their widespread use for dif-
ferential splicing, for which the sequencing depth, and not so much the length of the reads, is the critical parame-
ter which conditions the statistical power of the tests. In the coming years, methods combining second and third
generation sequencing should enable to obtain significant advances in RNA splicing.

Material and Methods
FaRLine and KisSplice. Figure 1 shows the two pipelines that we are comparing. While STAR and TopHat
are third-party softwares, we developed the other methods ourselves. KisSPLICE was first introduced in Sacomoto
et al.®. The novelty here is that its usage is now possible in the case where a reference genome is available, which
required specific methodological developments implemented in the newly released KisSPLICE2REFGENOME
software. kKissDE was first introduced in Lopez-Maestre et al.** in the context of SNPs for non-model species.
We present here its extension for alternative splicing. FARLINE is a new mapping-first pipeline, that we intro-
duce in this paper. It is the RNAseq pipeline associated to the FasterDB database® and was already successfully
applied to the analysis of the effect of metformin treatment on myotonic dystrophy type I (DM1) with a valida-
tion rate of 95%"'. Specifically, 20 cases of ASE regulated by the metformin treatment were tested, and 19 were
validated. In this paper, we provide additional validations of FARLINE with similar validation rates (36 out of 38),
Supplementary Figure S19.

For the sake of self-containment, we explain all methods here.
KisSplice.  K1sSPLICE is a local transcriptome assembler. As most short reads transcriptome assemblers®!'”2, it
relies on a De Bruijn graph (DBG). Its originality lies in the fact that it does not try to assemble full-length tran-
scripts. Instead, it assembles the parts of the transcripts where there is a variation in the exon content. By aiming
at a simpler goal, it can afford to be more exhaustive and identify more splicing events. The key concept on which
Ki1sSpLICE is built is that variations in the nucleotide content of the transcripts will correspond to specific patterns
in the DBG called bubbles (Supplementary Figure S13). KisSPLICE’s main algorithmic step therefore consists in
enumerating all the bubbles in the graph built from the reads. Examples of bubbles in the DBG and explanation
of the parameters used to filter out sequencing errors and repeat-induced bubbles are given in Supplementary
Methods.

Annotating the events with KisSPLICE2REFGENOME. KISSPLICE outputs bubbles in the form of a pair of
fasta sequences. Clearly, such information is insufficient to analyse alternative splicing for model species.
K1sSpLICE2REFGENOME enables to provide for each bubble: the gene name, the AS event type, the genomic coor-
dinates and the list of splice sites used (novel or annotated).

Bubbles found by KisSPLICE are mapped to the reference genome using STAR, with its default settings, which
means that in the case of multi-mappings, STAR reports all equally best matches. The mapping results are then
analysed by KisSPLICE2REFGENOME. Bubbles are classified in sub-types depending on the number of blocks
obtained when mapping each path of the bubble to the genome (Supplementary Figure S14). For exon skipping,
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the longer path of the bubble corresponds to 3 blocks, while the lower path corresponds to 2 blocks. The splice
sites are located and compared to the annotations. Events with novel splice sites are reported explicitly as such in
the output of the program.

In the case where the bubble corresponds to a genomic insertion or deletion, it exhibits a specific pattern in
terms of block numbers (one block for one path and two blocks for the other) and is reported separately.

The criterion of the number of blocks is discriminative in most cases. However, there is a possible confusion
between intron retentions and genomic deletions, since in both cases, the longer path will map into one block
and the lower path in two blocks. In this case, we also use the distance between the blocks, and introduce a
user-defined threshold, which we set to 50nt, below which the bubble is classified as a genomic deletion, and
above which it is classified as an intron retention.

In the special case where the exon flanking the AS event is very short (less than k nt), the number of blocks is
increased for both paths, but the difference of number of blocks remains unchanged.

In the special case where there is a genomic polymorphism located less than k nt apart from the AS event,
KisSpLicE will report several bubbles (possibly all combinations of genomic and transcriptomic variants). This
redundancy is removed in KisSPLICE2REFGENOME where the primary focus in on splicing.

In the case where the bubble maps to two locations on the genome, a distinction is made between the case
of exact repeats where both paths map to both locations and inexact repeats where each path maps to a distinct
location (Supplementary Figure S12B). The cases of exact repeats correspond to recent gene duplications.

FaRLine. FasterDB EnsEMBL r75 annotation. FasterDB RNAseq Pipeline, FARLINE, uses the FasterDB-based
EnsEMBL r75 annotation database. FasterDB is a database containing all annotated human splicing variants™.

Each transcripts present in the FasterDB, is composed of a succession of exons, that we call transcript exons
(represented in blue in Supplementary Figure S15). The genomic exons (represented in red in Supplementary
Figure S15) are defined by projecting the transcript exons. First, the transcript exons are grouped by position.
Then each group of exons defines a projected exon with the following rules:

o The start is the leftmost start of the non-first-exon of the group.
o The end is the rightmost end of the non-last-exon of the group that ends before the start of the next group of
exons.

When the most frequent event annotated in the transcripts is an intron retention, the projected genomic exon
is defined as a combination of the two exons flanking the retained intron. In Supplementary Figure S15, the exons
5 and 6 and the intron 5 are considered as one unique exon. As events included within one exon are not tested,
this results in some events being missed.

Mapping. The first step of FARLINE is to map the reads to a reference genome. This step is done using
Tophat-2.0.11°. tophat-min-intron-length 30-max-intron-length 1200000\-p 8 [-solexal.3-quals for Sknsh_rep1
and Sknsh_rep2]\-transcriptome-index

A transcriptome index has been built by TopHat using EnsEMBL r75 annotations in gtf format. When a
transcriptome index is used, the mapping steps are modified: instead of aligning first to the genome, which
is the default behavior, TopHat uses Bowtie to align the reads to the transcript sequences first, then align the
remaining unmapped reads to the genome. Minimal and maximal intron lengths have been modified (default
70 and 500000) to maximize the number of junctions detected, according to the statistics provided by FasterDB
EnsEMBL 175 annotations.

The resulting alignment files have been filtered using samtools 0.1.19%.

Samtools view -F 260 -f 1 -q 10 -b

With this step, only the primary alignments are kept. The minimum read alignment quality was set up so that
multi-mapping reads were removed from the alignment file.

Annotation and quantification of alternative splicing events. For each gene, all the reads with at least one base
overlapping the gene from the start to the end coordinates are retrieved. CIGAR strings are then used to find the
alignments blocks. Junction reads are identified by the presence of at least one’N’ letter in the CIGAR. Junction
reads were filtered if:

o More than 10% of soft-clipping was detected in the alignment (it should not be the case with TopHat).
o Anindel was close to the junction site, as it would make the junction position uncertain.

Junction read alignments are then processed block by block sequentially from left to right. Alignment blocks
under 4 bp on read extremities are removed from the reads as we considered it is not sufficient to identify cor-
rectly the mapping localization. Then each block is compared to FasterDB annotations to check if the block
boundaries correspond to known exons annotated in FasterDB, or to a putative new acceptor or donor site. First
and last alignment blocks for each read must overlap one and only one exon for a read to be considered. For the
inner blocks, if alignment blocks map to a succession of exons and introns, it is considered as an intron retention.
For the acceptors and donors, we also added a supplementary filter. If a new donor is identified within a junction,
we check if the junction also has an acceptor identified of the same length +/—1bp on the other side of the junc-
tion, showing most probably a problem of mapping. Once all the blocks are identified, the block annotations are
used to annotate putative alternative splicing events: alternative skipped exon, multiple exon skipping, acceptor,
or donor sites.

SCIENTIFICREPORTS | (2018) 8:4307 | DOI:10.1038/s41598-018-21770-7 10



www.nature.com/scientificreports/

Once all the junction reads are processed, the alternative splicing events identified are pooled and the reads
participating to each event are quantified, as well as the known exon-exon junction. If an exon-exon junction
is annotated with multiple known acceptors and/or donors, all the possible junction reads are quantified and
summed up. To fasten the quantification step, a junction coordinate file with the corresponding read numbers is
produced from the read alignment using the same filters than described above and will be used for all the quanti-
fication tools: junction, exon skipping, acceptor and donor.

A challenge in defining the alternative skipped exon events is to identify the flanking exons. In the first version
of FARLINE, these flankings exons were defined as the closest annotated genomic exons. This rule led to miss a lot
of ASE events. Therefore, to define the flanking exons, we now use the information contained in the transcripts
and in the reads. We consider each junction which skips an exon and is covered by at least one read. If this junc-
tion is annotated in the transcripts, we extract all annotated events containing this junction. Else, we annotate
the event with the longest covered inclusion isoform. It allows FARLINE to be more robust to the incompleteness
of the annotation compared to other methods, like MISO (Supplementary Figure S6). Panel C of Supplementary
Figure S8 gives an example of an ASE reported by FARLINE but not by MISO because the exclusion isoform is not
annotated in the transcripts.

Comparison with STAR.  We also mapped the reads with STAR, ran FARLINE on these alignments and compared
the predicted skipped exons with KisSpLicE. The main results are similar to what we found with TopHat. Indeed,
without any filter, 69% of ASE annotated by KisSpLICE are also found by FARLINE and 24% of FARLINE’s event by
KisSpLICE (compared to 68% and 24% respectively for the mapping with TopHat). When we filter out the events
with an unfrequent variant, we show that approximately 70% of predicted ASE are found by both approaches.

Quantification and differential analysis. Both pipelines perform ASE detection and quantification. The quanti-
fication step was done similarly in the two pipelines where only the junction reads were taken into account. To
evaluate if using exonic reads in the quantification could increase the accuracy of our methods, we ran KisSpLICE
on the MCF-7 dataset with the option —exonic reads set to on. In doing so, only the inclusion rate of the AS
events changes. When comparing usage of only junction reads to usage of both junction and exonic reads, we
observed that the p-values calculated strongly correlate as shown in Supplementary Figure S16. We found that
some AS events became significant upon the addition of exonic reads but the opposite also happened. Inspection
of these events revealed that many are borderline cases, where the p-value is close, but slightly above 5%. A man-
ual inspection of the AS events with a very different p-value upon addition of exonic reads revealed that they cor-
respond to exons overlapping alternative first or last exons (see STARD4, Supplementary Figure S17A) or novel
exons located in poorly spliced introns (see PANK2 and PRRC2B, Supplementary Figure S17 B and C). Overall,
we concluded that exonic reads can bring some statistical power in cases where the skipped exon does not overlap
with any other event. In case of more complex events, exonic reads tend to “pollute” the pairwise comparison.

The last step of the pipelines is the differential analysis of the expression levels of the variants. This task is per-
formed using the k1ssDE** R package, which takes as input a table of read counts as in Supplementary Figure S18,
and outputs a p-value and a DeltaPSI (Percent Spliced In).

Our statistical analysis adopted the framework of count regression with Negative Binomial distribution. We
considered a 2-way design with interaction, with isoforms and experimental conditions as main effects. Following
the Generalized Linear Model framework, the expected intensity of the signal was denoted by )\ and was decom-
posed as:

log Ay = 1+ a; + 3, + (ap); (1)

where /1 is the local mean expression of the gene, «; the contribution of splicing variant i on the expression, 3; the
contribution of condition j to the total expression, and («3);; the interaction term. The target hypothesis was
Hy: {(aﬁ)ij = 0} i.e. no interaction between the variant and the condition. If this interaction term is not null, a
differential usage of a variant across conditions occurred. The test was performed using a Likelihood Ratio Test
with one degree of freedom. To account for multiple testing, p-values were adjusted with a 5% false discovery rate
(FDR) following a Benjamini-Hochberg procedure*.

In addition to adjusted p-values, we report a measure of the magnitude of the effect. The measure we provide
is based on the Percent Spliced In (PSI):

counts,, ..
variantl
PSIC =

ondition
Countsvmiantl + countsvariantZ (2)

If counts for a variant are below a threshold, then the PSI is not calculated. This prevents from over-interpreting
large magnitudes derived from low counts. When several replicates are available for a condition, then a PSI is
computed for each replicate, and we calculate their mean.

Finally, we output the DeltaPSI:

DeltaPSI = PSIconditionl - PSIconditianZ (3)

unless one of the mean PSI of a condition could not be estimated. The higher the DeltaPSI, the stronger the effect.
In practice, we consider only DeltaPSI larger than 0.1, a threshold below which it is difficult to perform any exper-
imental validation.

SK-N-SH dataset. We downloaded a total of 959 M reads from http://genome.crg.es/encode_RNA_dash-
board/hg19/35. They correspond to long polyA+ RNAs generated by the Gingeras lab, and are also accessible
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with the following accession numbers (ENCSRO00CPN - SRA: SRR315315, SRR315316 and ENCSR0O00CTT
-SRA: SRR534309, SRR534310). For cell lines treated by retinoic acid, the reads were 76nt long, while they were
100nt long for the non treated cells. Hence we trimmed all reads to 76nt.

MCF-7 dataset. MCF-7 were transfected (two biological replicates) with siRNA targeting both DDX5 and
DDX17 RNA helicases, and total RNA were extracted as described previously®*. cDNA synthesis was made
using the TruSeq Stranded Total RNA protocol after Ribo-Zero Gold-mediated elimination of ribosomal RNA
(Beckman Coulter Genomics). High throughput sequencing (2 x 125bp) was carried out on an Illumina HiSeq
2500 platform (Beckman Coulter Genomics), generating between 45 and 50 millions of paired-end pairs of reads.
Raw datasets are available on GEO under the accession number GSE94372.

Reads were trimmed according to standard quality control filters using prinseq®” and adapter were removed
using cutadapt’®. The resulting reads had length between 25 and 125nt. Because MISO is unable to deal with reads
of unequal length, we selected only reads with length larger than 100nt (87% of the reads) and trimmed longer
reads to 100nt.

Computational requirements, software availability and reproducibility of the results. FaRLine
took 45 hours and 10 Go of RAM. The time-limiting step was TopHat2, which took 41 hours, even parallelised on
8 cores. When STAR was tested instead of TopHat2, it took 4 hours, but 30 Go of RAM. K1sSpLICE took 30 hours
and 10 Go of RAM. The RAM-limiting step was STAR which took 30Go of RAM. All the steps of the pipelines can
be reproduced using the following tutorial:

http://kissplice.prabi.fr/pipeline_ks_farline.

Experimental Validation. SK-N-SH cells were purchased from the American Type Culture Collection
(ATCC) and cultured using EMEM medium (ATCC) complemented with 10% FBS (Thermo Fisher Scientific).
Cells were differentiated for 48 h using 6 uM of all-trans retinoic acid (Sigma-Aldrich).

After harvesting, total RNA were extracted using Tripure isolation reagent (Sigma-Aldrich), treated with
DNase I (DNAfree, Ambion) for 30 min at 37 °C and reverse-transcribed (RT) using M-MLV reverse transcriptase
and random primers (Invitrogen). Before PCR, all RT reaction mixtures were diluted at 2.5ng uL of initial RNA.
PCR reactions were performed using GoTaq polymerase (Promega).

MCEF?7 cells were cultured as described in*. RT-PCRs were performed using the same protocol as for SK-N-SH
cells.
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Chapter 5

On Bubble Generators in Directed
Graphs

Preamble

Key points

Theoretically, the number of bubbles in a graph can be exponential in the size of
the graph. In practice, DBGs built from real datasets tend to be huge, usually
containing millions of vertices and bubbles. Exploring the complete bubble space
is thus unfeasible, and therefore relevant events described by hard-to-find bubbles
may be lost;

Here we describe an efficient and compact description of all bubbles in a graph G,
called bubble generator G(G), which can be constructed in polynomial time. This
is a suitable representative set of the complete bubble space;

We further show a decomposition algorithm: any bubble B in a graph G can be
represented as a sum of O(n?) bubbles belonging to G(G). This decomposition can
be found in a total of O(n?) time, where n is the number of vertices of G

The practical potential of the bubble generator is demonstrated by applying it
in two different directions in the analysis of a real RNA-seq dataset. First, we
employed the generator as a preprocessing step to algorithms that find bubbles, by
“cleaning” from the graph all unnecessary arcs. Second, we use it to find alternative
splicing events in a reference-free context, showing that it can be complementary
to current methods;

These applications, however, remain only as proofs-of-concept. More work is needed
to develop fully-fledged methods based on the bubble generator.
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bubble of a graph into the bubbles of such a generator in a tree-like fashion.
Finally, we present two applications of the bubble generator on a real RNA-seq
dataset.

Keywords Bubbles - Bubble generator set - Decomposition algorithm

1 Introduction

Bubbles are pairs of internally vertex-disjoint (s,t)-paths in a directed graph,
which find many applications in the processing of DNA and RNA data. For
example, in the genomic context, genome assemblers usually identify and re-
move bubbles in order to linearise the graph [16,21,25]. However, bubbles can
also represent interesting biological events, e.g., allelic differences (SNPs and
indels) when processing DNA data [9,23,24], and alternative splicing events in
RNA data [18,17,12,19]. Due to their practical relevance, several theoretical
studies concerning bubbles were carried out in the past few years [2,4,15,18,
22], usually related to bubble-enumeration algorithms.

Although the enumeration of bubbles could be important to describe bio-
logical events appearing in the sequences, this approach has a significant dis-
advantage. Indeed, while many biological events can be represented by bubbles
in a de Bruijn graph (see e.g. [19,14,17]) (the graph build from the reads pro-
vided by a sequencing process), the opposite is not true: most of the bubbles
do not correspond to any biological phenomena and appear just because of a
combination of other events [12,17]. In practice, due to the high throughput
of second-generation sequencing machines, the genomic and transcriptomic
De Bruijn graphs tend to be huge, usually containing from millions to billions
of vertices. As expected, the number of bubbles also tends to be huge, in the
worst case exponential in the number of vertices. As a consequence, algorithms
that deal with bubbles either tend to simplify the graph by removing them,
or just enumerate a small subset of the bubbles. Such subsets usually corre-
spond to bubbles with some predefined characteristics, and may not be the
best representatives of the biological phenomena under study. More worrying
is the fact that, by focusing only on these particular bubbles, all the relevant
events described by bubbles that do not satisfy the constraints may be lost.
On the other hand, any algorithm that tries to be more exhaustive, say by
enumerating a large portion of the bubbles, will certainly spend a prohibitive
amount of time in real data graphs and thus it is not likely to be practical [12,
17]. This motivates further work for finding efficient ways to recognise bubbles
that correspond to relevant events and/or to represent the set of bubbles in a
more concise way.

In this paper, we propose an elementary bubble generator, i.e., a subset of
bubbles that is able to generate any other bubble in the graph. More specifi-
cally, we show how to identify, for any given directed graph G, a generator set
G(G) of bubbles which is of polynomial size in the input graph, and such that
any bubble in G can be obtained in a polynomial number of steps by properly
combining the bubbles in the generator G(G) through a symmetric difference
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operator. In several biological applications, it is desirable to decompose a bub-
ble into elementary bubbles in such a way that only bubbles can be generated
at each step of the decomposition. This happens, for instance, when one wishes
to decompose complex alternative splicing events [19] into several elementary
alternative splicing events. Our bubble generator enjoys this property: in order
to take this into account, we consider a constrained version of the symmetric
difference operator, where two bubbles are combinable only if the output is
also a bubble (i.e., the operator is undefined if the output is not a bubble).
Moreover, we present a polynomial-time decomposition algorithm that, given
a bubble B in the graph G, finds a sequence of bubbles from the generator
G(G) whose combination results in B. Our algorithm can be applied when one
needs to know how to decompose a bubble into its elementary parts, e.g., when
one is interested in identifying and decomposing complex alternative splicing
events [19] into several elementary alternative splicing events.

At first sight, a bubble generator might seem related to a cycle basis,
which represents a compact description of all Eulerian subgraphs in a graph.
The study of cycle bases started a long time ago [13] and has attracted much
attention in the last fifteen years, leading to many interesting results, such as
the classification of different types of cycle bases, the generalisation of these
notions to weighted and to directed graphs, as well as to several complexity
results for constructing bases. We refer the interested reader to the books of
Deo [6] and Bollobés [3], and to the survey of Kavitha et al. [10] for an in-depth
coverage of cycle bases. Unfortunately, problems related to bubble generators
appear to be very different (and more difficult) from their counterparts in cycle
bases, so that it does not seem possible to apply directly to bubble generators
all the techniques developed for cycle bases. Indeed, a cycle basis in a directed
graph contains subgraphs that are not necessarily directed cycles in the orig-
inal graph, but more generally cycles in the underline undirected graph [11].
As a consequence, the techniques developed for cycle bases in undirected and
directed graphs cannot be applied to our problem, since they do not guaran-
tee a decomposition into elementary bubbles, which generates only bubbles at
each step.

To test the practical effectiveness of our generator set of bubbles, we applied
it in two different directions in the analysis of a real RNA-seq dataset. First,
we employed the generator as a preprocessing step in all algorithms that find
bubbles, by “cleaning” from the graph all unnecessary arcs (i.e. arcs that
do not belong to any bubble). Second, we use it to find alternative splicing
(henceforth denoted by AS) events in a reference-free context. In particular,
some bubbles in our generator set correspond to AS events that are hard to
find by the state-of-art algorithm for AS events enumeration [12]. However,
this application should still be seen just as a proof-of-concept on the practical
potential of the bubble generator or as complementary to current methods,
since it is still limited for the exhaustive enumeration of AS events. The latter
would require a non-trivial procedure to enumerate AS-associated bubbles by
combining generator bubbles and would be beyond the scope of this paper (see
Section 6).
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The remainder of this paper is organised as follows. Section 2 presents some
definitions that will be used throughout the paper. Section 3 introduces our
bubble generator. Section 4 presents a polynomial-time algorithm for decom-
posing any bubble in a graph into elements of our bubble generator. Section 5
presents two applications of the bubble generator in processing and analysing
RNA data. Finally, we conclude with open problems in Section 6.

2 Preliminaries

Throughout the paper we assume that the reader is familiar with the standard
graph terminology, as contained for instance in [5]. A graph is a pair G =
(V, E), where V is the set of vertices, and £ C V x V is the set of edges. For
convenience, we may also denote the set of vertices V' of G by V(G) and its
set of edges E by E(G). We further set n = |V(G)| and m = |E(G)|. A graph
may be directed or undirected, depending on whether its edges are directed or
undirected. In this paper, will deal with graphs that are directed, unweighted,
finite and without parallel edges. An edge e = (u,v) is said to be incident to
the vertices v and v, and u and v are said to be the endpoints of e = (u, v). For
a directed graph, edge e = (u,v) is said to be leaving vertex u and entering
vertex v. Alternatively, e = (u,v) is an outgoing edge for u and an incoming
edge for v. The in-degree of a vertex v is given by the number of edges entering
v, while the out-degree of v is the number of edges leaving v. The degree of v
is the sum of its in-degree and out-degree.

We say that a graph G’ = (V' E’) is a subgraph of a graph G = (V, E)
if V. C V and E' C E. Given a subset of vertices V' C V, the subgraph
of G induced by V', denoted by Gy, has V' as vertex set and contains all
edges of G that have both endpoints in V’. Given a subset of edges E' C E,
the subgraph of G induced by E’, denoted by Gg/, has E’ as edge set and
contains all vertices of G that are endpoints of edges in E’. Given a subset of
vertices V/ C V and a subset of edges E' C E, we denote by G \ V' the graph
induced by V'\ V' and by G \ E’ the graph induced by E \ E’. Given a set S
of subgraphs of G, Gg denotes the graph induced by the edges in UsecsE(s).
Given two subgraphs G and H, their union G U H is the graph F' for which
V(F)=V(G)UV(H) and E(F) = E(G)U E(H). Their intersection G N H is
the graph F for which V(F) =V(G)NV(H) and E(F) = E(G)N E(H).

Let s,t be any two vertices in G. A (directed) path from s to ¢t in G is a
sequence of vertices and edges s = vy, €1, vo, €2, ..., Uk_1, €x_1, UV = t, such
that e; = (v;,v;41) fori =1,2,... k—1. Since there is no danger of ambiguity,
in the remainder of the paper we will also denote a path simply as s = vy, va,

. Vk—1, v =t (i.e., as a sequence of vertices). A path is simple if it does
not contain repeated vertices, except possibly for the first and the last vertex.
Throughout this paper, all the paths considered will be simple and referred to
as paths. A path from s to ¢ is also referred to as an (s, t)-path. The length of
a path p is the number of edges in p and will be denoted by |p|. Note that, as
a special case, we also allow a single vertex to be a path, i.e., a path of length
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c
B: Ba b d e g
aQ o

b d

Fig. 1: An example of a graph G and the set B(G) of all the bubbles in G.
The set G(G) = {By, Bs, B4} is a generator set that satisfies conditions of
Theorem 1.

0. If p and ¢ are paths, we say that p is a subpath of ¢ if p is contained in g,
and we denote this p C ¢. Given a path p; from x to y and a path ps from
y to z, we denote by p; - po their concatenation, i.e., the path from z to z
defined by the path p; followed by ps. A path ¢ is a prefix of a path p if there
exists a path r such that p = ¢ - r. Similarly, a path ¢ is a suffix of a path p
if there exists a path r such that p = r - q. A (directed) cycle is a simple path
(of length greater than zero) starting and ending on the same vertex.

Definition 1 Given a directed graph G and two (not necessarily distinct)
vertices s,t € V(G), an (s,t)-bubble consists of two directed (s,¢)-paths that
are internally vertex disjoint. Vertex s is the source and ¢ is the target of the
bubble. If s =t then exactly one of the paths of the bubble has length 0, and
therefore B corresponds to a directed cycle. In this case, we say that B is a
degenerate bubble.

In Fig. 1 we show an example of a graph and all the bubbles in it. We denote
by B(G) the set of all bubbles in G. Before giving formally the definition
of bubble generator of G, we recall some basic definitions of cycle bases in
undirected graphs.

Let G be an undirected graph. Two subgraphs G1, G2 of G can be combined
by the operator A that simply consists in the symmetric difference of the set
of edges. More formally, G1 AGs = (G1 UG2) \ (E(G1) N E(G3)) where E(G;)
is the set of edges of G;. With this operation, it can be shown that the space of
all Eulerian subgraphs of G (called the cycle space of G) is a vector space [8,
10,11,13]. In the theory of vector spaces, a set of vectors is said to be linearly
dependent if one of the vectors in the set can be defined as a linear combination
of the others; if no vector in the set can be written in this way, then the vectors
are said to be linearly independent [20]. A basis is a minimum set of vectors,
such that any vector in the space is a linear combination of this set. Clearly
a basis is a set of linearly independent vectors. Furthermore, given a vector
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space and a set of k linearly independent vectors F', the subspace of vectors
generated starting from elements in F is called the span of F and its dimension
is k. It is well-known that a cycle basis for a connected undirected graph G,
denoted by C(G), has dimension m —n+1. If the graph G is not connected this
is generalised to m — n + ¢, where ¢ is the number of connected components
(see, e.g., [8,10,11,13]) .

As mentioned in Section 1, we are interested in decomposing a bubble into
elementary bubbles in such a way that, at each step of the decomposition,
only bubbles are generated. To ensure this property, we define next a suitable
symmetric difference operator which takes as input two bubbles and produces
one bubble as output. Given two bubbles By and Bs, the constrained symmetric
difference operator A is such that By ABs is defined if and only the subgraph
induced by (E(B1)UE(B2))\ (F(B1)NE(Bs)) is a bubble. Otherwise, we say
that B1ABs is undefined. If B;ABs is defined, we also say that By and Bs
are combinable. Given two combinable bubbles By and By, we refer to B1 AB>
as the sum of By and Bs, and denote it also by B + By. We also say that the
bubble By + By is generated from bubbles By and Bs, or alternatively that
it can be decomposed into the bubbles By and Bs. Let B be a set of bubbles
in G. We say that a bubble B is spanned by B if it can be generated starting
from bubbles in B. The set of all the bubbles spanned by B is called the span
of B. B is a bubble generator if each bubble in G is spanned by B, i.e., each
bubble in G can be generated by starting from the bubbles in B.

Due to our constrained symmetric difference operator A, all subgraphs
generated by the elements in B are necessarily bubbles. Since not all pairs of
bubbles of G are combinable, the bubble space is not closed under A, and
therefore it does not form a vector space (over Zs). Hence, the techniques
developed for cycle bases cannot be applied directly to bubble generators.

A generator is minimal if it does not contain a proper subset that is also
a generator; and a generator is minimum if it has the minimum cardinality.
We are interested in finding a minimum bubble generator of a given directed
graph G.

3 The bubble generator

In this section, we present a bubble generator for a directed graph G. Through-
out, we assume that shortest paths in G are unique. This is without loss of
generality, since there are many standard techniques for achieving this, in-
cluding perturbing edge weights by infinitesimals. However, for our goal, it
suffices to use a “lexicographic ordering”. Namely, we define an arbitrary or-
dering vy, ..., v, on the vertices of G. A path p is considered lexicographically
shorter than a path ¢ if the length of p is strictly smaller than the length of ¢,
or, if p and ¢ have the same length, the sequence of vertices associated with
p is lexicographically smaller than the sequence associated with g. We denote
this by p <jes ¢-
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We denote by B = (p, q) the bubble having p, g as its two internally vertex-
disjoint paths, referred to as legs. We denote by ¢(B) (resp., by L£(B)) the
shorter (resp., longer) between the two legs p,q of B. Note that, because of
the lexicographic order, there are no ties. We also denote by |B| the number
of edges of bubble B. Note that |B| = [¢(B)|+ |£(B)]|. Next, we define a total
order on the set of bubbles.

Definition 2 Let B; and Bs be any two bubbles. By is smaller than By (in
symbols, By < By) if one of the following holds: either (i) £(B1) <jex L£(Bs);
or (11) £(B1) = ,C(BQ) and K(Bl) <lex E(BQ)

Definition 3 A bubble B is composed if it can be obtained as a sum of two
smaller bubbles. Otherwise, the bubble B is called simple.

For a directed graph G, we denote by S(G) the set of simple bubbles of
G. Tt is not difficult to see that S(G) is a generator. We are not able for now
to prove that any bubble in G can be obtained in a polynomial number of
steps from bubbles in S(G). Nevertheless, to achieve the latter goal, we will
introduce next another generator G(G) 2 S(G). Let p: s = xg,21,...,25 =1
be a path from s to ¢ and let 0 < i < j < h. To ease the notation, we denote
by p; ; the subpath of p from x; to x;, and refer also to pg ; as ps; and to p; p
as p; ¢ The next theorem provides some properties of simple bubbles.

Theorem 1 Let B be a simple (s,t)-bubble in a directed graph G. The follow-
ing holds:

(1) £(B) is the shortest path from s to t in G;
(2) Let L(B) = s,v1,...,0.,t. Then s,v1,...,v,. is the shortest path from s
to v, in G.

Proof Let B be a simple (s,t)-bubble: we show that both conditions (1) and
(2) must hold.

We first consider condition (1). If B is degenerate, then it trivially satisfies
condition (1). Therefore, assume that B is non-degenerate and, by contradic-
tion, that ¢(B) is not the shortest path from s to t. Let p* : s = zg, x1,..., 2, =
t be the shortest path from s to ¢t in G. For 0 < ¢ < j < h, by subpath op-
timality, p} ; is the shortest path from z; to z;. Let k be the smallest index,
0 < k < h, for which the edge (x, zk+1) does not belong to either one of the
legs of B. Such an index k must exist, as otherwise p* would coincide with a
leg of B. Furthermore, let [, K < I < h, be the smallest index greater than k
for which x; € V(B). Such a vertex x; must also exist, since x;, =t € V(B).
In other words, x; is the first vertex of the bubble B where p* departs from
B and z;, | > k, is the first vertex where the shortest path p* intersects again
the bubble B. By definition of z;, and x;, pj ; is internally vertex-disjoint with
both legs of B. We now claim that B can be obtained as the sum of two smaller
bubbles, thus contradicting our assumption that B is a simple bubble.

To prove the claim, we distinguish two cases, depending on whether x; and
x; are on the same leg of B or not. Consider first the case when x; and x; are
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Xk Pii X
p%'o """" *?O..
B
_ o— Tu
S=Xg . B, -~ :o t=Xn

A Qe QoY

(@) (b)

Fig. 2: Case (1) of the proof of Theorem 1. The prefix of the shortest path
from s to ¢ is shown as a solid line.

on the same leg p of B (see Fig. 2(a)). Let By be the bubble with £(B1) = pj
and L£(B1) = pg,. First, note that if either z, # s or x; # ¢, then py,; is a
proper subpath of a leg of B. Hence, |£(B1)| = |pk,| < |£(B)|, and By < B.
Otherwise, suppose s = xy and t = z;. Then either £(B) = 4(B) <jex L(B),
or L(B1) = L(B) and {(B1) = pj; = p* <iex {(B). In both cases, B; < B.
Let By be the bubble which is obtained from B by replacing py; by Pk (see
Fig. 2(a)). Since Pk, 1s a shortest path, by subpath optimality, p} ; <iex Pk,
thus Bs < B. As aresult, B can be obtained as the sum of two smaller bubbles
By, Bs, thus contradicting the assumption that B is simple.

Consider now the case where z; and x; are on different legs of B (see
Fig. 2(b)). Notice that this means xy, # s and x; # t. Let p be the leg containing
2; and ¢ the one containing . Note that p = po; - pi,, and ¢ = pak Qb
Moreover, the two legs of bubble B; are pak ~p};,l <lex q and po,, which is a
proper subpath of p. Hence, B; < B. The two legs of bubble By are g, 5, which
is a proper subpath of ¢ and py ;-pi,n <iex p- Hence, By < B, and B = B1+ By
which implies again that B is not simple.

q=14B) PoxcdB)=q i

Xk Pkl X Ve = Xhet Po. X Ve = Xh-1

Po,
(01)

Fig. 3: Case (2) of the proof of Theorem 1. The shortest path from s to ¢ and
the prefix of the shortest path from s to v, are shown as solid lines.
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We show now that B satisfies also condition (2). Assume, by contradiction,
that B satisfies condition (1) but not (2), and so p = s,v1,...,v, (note that
p is equal to £(B) without its last edge) is not the shortest path from s to
v in G. Let p* : s = xg,..., 251 = v, P* # p, be such a shortest path in
G. Similarly to the previous case, let k be the smallest index, 0 < k < h — 1,
for which the edge (zy,xk+1) does not belong to either one of the legs of B,
i.e. x) is the first vertex where the shortest path p* departs from B. Such
an index k must exist, as otherwise p* would coincide with a leg of B. Let
I,k <1 < h—1, be the smallest index such that x; € V(B). Namely, z; is
the first vertex after xj where the shortest path p* intersects again bubble B.
Such a vertex x; must always exist, since xp_1 = v, € V(B). Since k < [, we
have that |py ;| > 1. Furthermore, we claim that z; must be in £(B)\ {s,t}.
If this were not the case, we would have two distinct shortest paths from s to
ryin G (p}, ,, and the subpath of £(B) from s = z¢ to z;), which contradicts
our assumption that shortest paths are unique.

We again distinguish two cases: when both xy, 2; belong to £(B), and when
2k € L(B) and x; € L(B). We set p = L(B),q = {(B).

In the first case (see Fig. 3(a)), let By be the bubble with ¢(B;) = ¢(B)
and £(By) = Dok P Puh- Since |p,";7l| <lew |Pk,i| then L£(B1) <jer L(B), and
thus By < B. Let By be the bubble with ¢(Bs) = p; ;, and L(Bs) = pg. Since
L(By) C L(B) (as xj # t), By < B. As a result, B can be obtained as the
sum of two smaller bubbles By, By, thus contradicting the assumption that B
is simple.

In the second case (see Fig. 3(b)), let By be the bubble with ¢(B;) =
Pox - Py and L(B1) = poy. Since £(B1) C L(B), By < B. Let By be the
bubble with £(B2) = qx,n, and L(Bs) = pi; - pip- Since |L(B2)| < [L(B)],
By < B. Again, B can be obtained as the sum of two smaller bubbles By, B,
thus contradicting the assumption that B is simple. Finally, notice that this
includes also the case zj, = t and the argument holds identically with By being
a degenerate bubble. For the sake of clarity, we depicted this case separately
in Fig. 3(by). |

Given a directed graph G, we denote by G(G) the set of bubbles in G
satisfying conditions (1) and (2) of Theorem 1. An example of a graph together
with a generator G(G) is given in Fig. 1.

Theorem 2 Let G be a directed graph. The following holds:

(1) G(G) is a generator set for all the bubbles of G;
(2) 16(G)| < nm.

Proof (1) Recall that S(G) is the set of simple bubbles. By Theorem 1, S(G) C
G(G), and thus G(G) is a generator set for all the bubbles of G.

(2) Since every bubble b in G(G), with £(b) = s, uq, ..., t and L(b) = s,v1, ..., 0, ¢,

can be uniquely identified by its vertex s and its edge (v, t), then the number
of bubbles in G(G) is upper-bounded by nm. |



299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

10 V. Acuna et.al.

The upper bound given in Theorem 2 is asymptotically tight, as shown by
the family of simple directed graphs on vertex set V;, = {1,2,...,n} and all
possible n % (n — 1) edges in their edge set E,, = {(u,v) : u # v,u,v € V'}.

Remark 1 Conditions (1) and (2) of Theorem 1 are not sufficient to guarantee
that a bubble is simple, e.g., see Fig. 4. Thus, the generator G(G) is not
necessarily minimal. Recall that a generator is minimal if it does not contain
a proper subset that is also a generator; and a generator is minimum if it has
the minimum cardinality.

Fig. 4: An example showing that conditions (1) and (2) of Theorem 1 are
not sufficient to guarantee that a bubble is simple. (a) A directed graph G.
(b) The three bubbles By, Bz and Bz of G satisfying conditions (1) and (2)
of Theorem 1, in which By and By are simple, but B3 is composed, since
B1 < Bs, B, < By and By = By + Bs.

4 A polynomial-time algorithm for decomposing bubbles

The main result of this section is to provide a polynomial-time algorithm for
decomposing any bubble of G into bubbles of G(G). To do so, we make use of
a tree-like decomposition. We need to take extra care in this decomposition
since a naive approach could generate (several times) all the bubbles that are
smaller than B, yielding an exponential number of steps.

Definition 4 A bubble B is short if it satisfies condition (1) of Theorem 1,
but not necessarily condition (2). Namely, let £(B) = s,v1,...,v,,t be such
that £(B) is a shortest path from s to t in G but s,vq, ..., v, is not necessarily
the shortest path from s to v, in G.

We next introduce a measure for describing how “close” is a bubble to
being short.
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Definition 5 Given an (s,t)-bubble B, let p* be the shortest path from s to
t. We say that B is k-short, for k > 0, if there is a leg p € {¢(B), L(B)} for
which p* and p share a prefix of exactly k edges.

Since in our case shortest paths are unique, only one leg of a bubble B can
share a prefix with the shortest path p*. Furthermore, any bubble B is k-short
for some k, 0 < k < |[¢(B)|. In particular, a bubble is short if and only if it is
k-short for k = |¢(B)|.

Definition 6 Given a k-short bubble, we define the short residual of B as
follows: residuals(B) = |B| — k.

Since 0 < k < |¢(B)], and |B| = [(B)| + |£(B)]|, we have that |£(B)| <
residuals(B) < |B|.

We now present our polynomial time algorithm for decomposing a bubble
of the graph G into bubbles of G(G). In the following, we assume that we
have done a preprocessing step to compute all-pairs shortest paths in G in
O(mn + n?logn) time.

Lemma 1 Let B be an (s,t)-bubble that is not short. Then, B can be decom-
posed into two bubbles By and By (B = By + Bs), such that: (a) By is short,
and (b) residuals(Bz) < residuals(B). Moreover, By and By can be found in
O(n) time.

Proof Let B be a k-short (s,t)-bubble, 0 < k < [¢{(B)| and let p* : s =
Zo,&1,...,xp = t be the shortest path from s to ¢ in G. To prove (a), we
follow a similar approach to Theorem 1. Since B is k-short, there is a leg
p € {{(B),L(B)} such that p* and p share a prefix of exactly k edges, 0 <
k < h. In other terms, leg p starts with edges (zg, 1), ..., (x—1, Tx), the edge
(Tk, Tps1) is not in leg p, i.e., xy is the first vertex where the shortest path p*
departs from the leg p. Note that as a special case, k = 0 and z, = g = s.
Let I,k < 1 < h, be the smallest index such that x; € V(B). Namely, x; is the
first vertex after x; where the shortest path p* intersects again the bubble B.
Such a vertex z; must always exist, since z, =t € V(B). Since k < [, we have
that [p},| > 1. We have two possible cases: either the vertices zj and z; are
on the same leg of B (see Fig. 2(a)) or x; and z; are on different legs of B (see
Fig. 2(b)). In either case, we can decompose B as B = B; + Bo, as illustrated
in Fig. 2. Note that in both cases, the bubble B is short since one leg of B is
a subpath of the shortest path p*, and hence a shortest path itself by subpath
optimality.

Consider now Bj in Fig. 2. To prove (b), we distinguish among the fol-
lowing three cases: (1) xp # s and vertices x; and x; are on the same leg
of B; (2) zr # s and vertices z; and x; are on different legs of B; (3)
xp = s. First, consider case (1) (see Fig. 2(a)) and note that residuals(B) =
Ipki| + |pinl + 1go,n] where ¢ is the other leg of B different from p. More-
over, residuals(Bz2) = |pi.n| + |qo,n|- Hence, residuals(B) — residuals(Bs2) =
Ipka| > |pp,l = 1. Consider now case (2), (see Fig. 2(b)) and note that
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residuals(B) = |po.| + |pin| + |qk.n| and residuals(B2) = |pi,n| + |grn|, and
thus residuals(B) — residuals(B2) = |poi| > \pak| + |pz7l| > 1. The proof
of case (3) is completely analogous to the one of case (1), with z; = s and
po.r = 0, and again residuals(B) — residuals(Bs) = |pxi| > [pj,| > 1. In all
cases, residuals(B) — residuals(Bg) > 0, and thus the claim follows. Finally,
note that in order to compute By and By from B, it is sufficient to trace the
shortest path p*. Since all shortest paths are pre-computed in a preprocessing
step, this can be done in O(n) time. [ |

Lemma 2 Any bubble B can be represented as a sum of O(n) (not necessarily
distinct) short bubbles. This decomposition can be found in O(n?) time in the
worst case.

Proof Each time we apply Lemma 1 to a bubble B, we produce in O(n) time
a short bubble B; and a bubble By such that residuals(Bs) < residualg(B).
Since residuals(B) < |B| < n, the lemma follows. |

We next show how to further decompose short bubbles. Before doing that,
we define the notion of residual for short bubbles, which measures how “close”
is a short bubble to being a bubble of our generator set G(G).

Definition 7 Let B be a short (s,t)-bubble, let ¢(B) = pj be the shortest
path from s to ¢t in G, and let L(B) = s,v1,...,v,,t be the other leg of B. Let
p be the longest prefix of £(B) — (v,,t) such that p is a shortest path in G.
Then, the residual of B is defined as residual(B) = |L(B)| —1— |p|.

Since p is a prefix of L(B) — (v, t), we have that 0 < |p| < |£(B)| — 1. Thus,
0 < residual(B) < |L(B)| — 1.

Lemma 3 Let B be a short (s,t)-bubble such that residual(B) > 0. B can
be decomposed into two bubbles By and By (B = By + Bs) such that By and
By are short and residual(By) + residual(Bs) < residual(B). Moreover, it is
possible to find the bubbles By and By in O(n) time.

Proof Since B is a short (s,t)-bubble, it satisfies condition (1) of Theorem 1.
Furthermore, as residual(B) > 0, it does not satisfy condition (2). Therefore,
there exists two bubbles B; < B and By < B such that B = By + By (from
Theorem 1). Since ¢(B) is the shortest path from s to ¢, using arguments
similar to the ones in Theorem 1, it can be shown that B can be decomposed
into By and By and the only possible cases are the ones depicted in Fig. 3.
Note that in all three cases of Fig. 3, each of the bubbles By and Bs has
one leg that is a shortest path. Thus, in all three cases, B; and By are short.
Moreover, in Fig. 3(a), residual(By) < |p;n|—1 and residual(Bz) < |pgi| —1.
Therefore, residual(B1)+residual(Bs) < |pin|—1+|pri|—1 = residual(B) —
1 < residual(B). Similarly, in Fig. 3(b) and (b1), residual(B1) < |po;| — 1,
residual(Bsz) < |p;n|—1, and thus, residual(B) +residual(Bsz) < |po;| —1+
|pi.n| — 1 = residual(B) — 1 < residual(B). In all three cases, By and By are
short and residual(B;)+residual(Bz) < residual(B). The claim thus follows.
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Once again, observe that in order to compute B; and Bs from B, it is suf-
ficient to trace the shortest path p*. Since all shortest paths are pre-computed
in a preprocessing step, this can be done in O(n) time. |

Lemma 4 Any short bubble B has a tree-like decomposition into O(n) (not
necessarily distinct) bubbles from the generator G(G). This decomposition can
be found in O(n?) time in the worst case.

Proof Each time we apply Lemma 3 to a short bubble B, we produce in O(n)
time two short bubbles B; and Bs such that residual(By) + residual(Bs) <
residual(B). Since [¢(B)| + residual(B) < n, this implies that a short bubble
can be decomposed in O(n) bubbles from the generator set G(G) in O(n?)
time. |

Theorem 3 Given a graph G, any bubble B in G can be represented as a sum
of O(n?) bubbles that belong to G(G). This decomposition can be found in a
total of O(n?) time.

Proof The theorem follows by Lemma 2 and Lemma 4. |

5 Applications of the bubble generator in analysing RN A-seq data

In this section, we describe as a proof-of-concept, two applications of the bub-
ble generator to the analysis of RNA-seq data.

Our test dataset is a subset (coming from the same chromosome) of reads
of the 58 million RNA-seq Illumina paired-end reads extracted from the mouse
brain tissue (available in the ENA repository under the following study: PR-
JEB25574). We mapped all reads to the Mus Musculus reference genome and
annotations (Ensembl release 94) using STAR [7]. We then selected only the
reads mapping to chromosome 10 of the genome, comprising 4,932,572 reads,
as our test dataset. We built the de Bruijn graph from these reads and ap-
plied standard sequencing-error-removal procedures, by using KISSPLICE [12,
17], a method to find alternative splicing events in a reference-free context by
enumerating bubbles in a de Bruijn Graph. Finally, we extracted the bubble
generator from the resulting graph, and evaluated it on two aspects: (i) how
well it can preprocess the de Bruijn graph to reduce the work required by a
subsequent bubble enumeration algorithm, and (ii) how it performs in terms
of finding alternative splicing events. These applications are detailed in the
following subsections.

5.1 Preprocessing the de Bruijn graph

Similarly to the practical application of a cycle base, the bubble generator
can be used as a preprocessing step in all algorithms that find bubbles, by
“cleaning” from the graph all unnecessary edges and vertices, i.e. those that
do not belong to any bubble. In KISSPLICE [12,17], this cleaning is based
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on a biconnected component (BCC) decomposition. A biconnected undirected
graph G is a connected graph such that, for any v € V(G), G — v is connected.
Biconnected components (BCCs) are the maximal biconnected subgraphs of
a graph G. Given a directed graph, consider its underlying undirected version
by ignoring the direction of its edges. Clearly a bubble in the directed graph
corresponds to a cycle in the underlying graph, and every edge that belongs
to a cycle, belongs also to a BCC of the graph. The graph can then be cleaned
by removing every vertex or edge that does not belong to a BCC. This clean-
ing partitions a potentially massive graph into smaller subgraphs, which are
then processed by a bubble enumeration algorithm (e.g. [12,17]). However,
the BCC-decomposition-based cleaning is not perfect: some vertices and edges
might belong only to undirected cycles and not to bubbles.

To improve over this, we perform a more refined cleaning: we compute a
bubble generator G(G) of the directed graph G and we remove every edge and
vertex that do not belong to any bubble in G(G). Notice that this would be a
perfect cleaning, meaning that after applying it, every edge of the graph would
belong to some bubble.

We evaluated this cleaning procedure on the de Bruijn graph contructed
from our test dataset. We first applied the BCC-decomposition-based cleaning
on this de Bruijn graph. Then to the result obtained, which is now irreducible
by this cleaning, we apply a second cleaning procedure using the bubble gener-
ator. The bubble generator cleaning led to a reduction of 40.1% on the number
of vertices and of 39.8% on the number of edges. This shows that the generator
can indeed yield a better procedure for cleaning the graph, although comput-
ing the generator requires more time than computing the BCCs (recall that
the BCCs can be computed in linear time). In other words, as expected, a
better cleaning comes at the expense of a higher computing time.

5.2 Calling alternative splicing events

As a second application, we consider the problem of finding AS events in a
reference-free context. As already mentioned in the introduction, this is a chal-
lenging problem in bioinformatics. Indeed, local assemblers such as KISSPLICE
[12] are faced with a dramatically large (and often practically unfeasible) run-
ning time due to the exponentially large number of bubbles present, most of
which are not interesting as they are not related to AS events. Indeed, a sig-
nificantly large number of bubbles is due to artefacts of the de Bruijn graph
created by repeats longer than the reads (i.e., artificial bubbles not associ-
ated with biological events). Hence, in order not to get “lost” in listing false
positives, KISSPLICE relies on heuristics that try to avoid listing bubbles that
traverse a repeat-induced subgraph. More specifically, based on the idea that
subgraphs of the De Bruijn graph related to repeats have many branching
vertices (i.e. vertices with in-degree or out-degree at least 2), KISSPLICE enu-
merates only bubbles with a number of branching vertices that is below some
threshold b.



483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

On Bubble Generators in Directed Graphs 15

The question we tackle in this section is how many AS events we are able
to find just by looking at the bubbles in the generator set. To this purpose,
given our dataset we consider the set of bubbles belonging to the generator
and the set of bubbles generated by KisSpLICE (KISSPLICE being run with
default parameters, with a maximum number of branching vertices set to 5).
In both cases some simple filters are applied to filter out bubbles that probably
do not correspond to AS events (e.g. the shorter leg of AS events usually has
a length between 2k — 8 and 2k — 2, with k being the size of the k-mer in the
De Bruijn graph [12,17]). We obtained, as putative AS events, 1403 bubbles
for the generator set and 1293 bubbles for KiSSPLICE. In order to assess the
precision of our method, we mapped the bubbles output by both methods
to the Mus Musculus reference genome and annotations (Ensembl release 94)
using STAR [7], which were then analysed by KisSPLICE2REFGENOME [1].
Ki1sSPLICE2REFGENOME provides, for each bubble, the gene name, the AS
event type (exon skipping, alternative acceptor/donor splice site, intron reten-
tion, etc), the genomic coordinates and the list of splice sites used (novel or
annotated). We retrieved only those that corresponded to AS events.

Among the generator bubbles classified as putative AS events, 1085 bubbles
correspond to true AS events, according to KiISSPLICE2REFGENOME, yielding
a precision (AS events / putative AS events) of 77.3%. Note that the preci-
sion of KISSPLICE is 90.3% for this dataset. However, what is interesting to
see is that 18.5% of the putative AS events from our bubble generator will
never be found by KISSPLICE using the default parameters, as they have more
than 5 branching vertices. Moreover, 10% of these bubbles correspond to true
AS events that are missed by KISSPLICE. Increasing the maximum number
of allowed branching vertices will increase the running time of KISSPLICE’s
algorithm exponentially. A large threshold of b is in practice unfeasible. Since
we have bubbles corresponding to putative AS events in the generator that
have more than 20 branching vertices, these will be missed by KISSPLICE.

This analysis shows the practical interest of the bubble generator. Even this
simple application led to results that were comparable with the state-of-art
algorithm KISSPLICE and sometimes complementary.

6 Conclusions and open problems

Bubbles in De Bruijn graphs represent interesting biological events, like alter-
native splicing and allelic differences (SNPs and indels). However, the set of
all bubbles in a De Bruijn graph built from real data is usually too large to
be efficiently enumerated and analysed. To tackle this issue, in this paper we
have proposed a bubble generator, which is a polynomial-sized subset of the
bubble space that can be used to generate all and only the bubbles in a di-
rected graph. In particular, we have presented efficient algorithms to identify,
for any given directed graph G, a generator set of bubbles G(G), and to decom-
pose any bubble B in G into bubbles from G(G). Concerning the applications
of the bubble generator, we showed its usefulness in analysing RNA data. In
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particular, we indicated that our bubble generator can be used in addition to
Ki1sSPLICE to find AS events corresponding to bubbles with a high branching
number.

Our work raises several open theoretical questions. First, our generator
G(G) is not necessarily minimal, 4.e. it might happen that there exists three
bubbles B1,Bs, B3 € Q(G) such that B; < Bs, By < Bs, and B3 = By + Bs.
Is it possible to find in polynomial time a generator G'(G) that is minimal?
Second, it seems natural to ask whether all minimal generators for bubbles in
directed graphs have the same cardinality. Third, it would be interesting to find
a generator G(G) with some additional biologically motivated constraints, as
for example the maximum length of the legs of a bubble [18]. Given an integer
k and a graph G, is it possible to find a generator G(G) that generates all and
only the bubbles of G which have both legs of length at most k7 Fourth, are
there faster algorithms to find a bubble generator? Fifth, this work is related
to the research done in the direction of cycle bases. However, as we already
mentioned, our problem displays characteristics that make it very different
from the ones related to cycle bases. Thus, it may be of independent interest
to further investigate the connections between those two problems.

There are also some practical questions that need to be addressed in future
work, and which might be interesting on their own. We see three possible
directions: (i) reduce the false positive AS events by adding more biologically
motivated constraints (e.g. the ones mentioned in the previous paragraph) to
the bubbles in the generator, (ii) find “complex” AS events by listing also
the bubbles that result from a combination of two or more bubbles from the
generator.

Finally, our polynomial-time decomposition algorithm could be useful in
the case where we want to identify and decompose complex alternative splicing
events [19] into their elementary parts. We defer all those problems to further
investigations.
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Chapter 6

A

fast and agnostic method for

bacterial genome-wide association
studies: bridging the gap between
k-mers and genetic events

Preamble

Key points

The most common approaches for GWAS are unsuitable when working on bacterial
species with a large accessory genome. They might be unable to cover variants in
noncoding regions, and the analysis can be compromised on species without a good
annotation;

Recent studies have relied on k-mers, which can reflect most genomic variations
in a panel. A k-mer representation often loses in interpretability what it gains in
flexibility;

This work bridges the gap between, on the one hand, SNP- and gene-based represen-
tations lacking the right level of flexibility to cover complete genomic variations,
and, on the other hand, k-mer-based representations which are flexible but not
readily interpretable;

We rely on compacted DBGs to eliminate local redundancy, and reflect genomic
variations. Each variant is then tested for association with the phenotype using a
linear mixed model, adjusting for the population structure. The unitigs found to be
phenotype-associated are then localised in the cDBG, and their neighbourhood is
used as a proxy for their genomic environment at the population level. Subgraphs
induced by their genomic environment are extracted, which often provide a direct
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interpretation in terms of genetic events, aided by their topology, metadata and
optional annotation;

e This approach makes GWAS more amenable to bacterial panels and it was effective
in catching the dynamics of mobile genetic elements in Staphylococcus aureus and
Pseudomonas aeruginosa genomes, and retrieved known local polymorphisms in
Mycobacterium tuberculosis genomes.
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Abstract

Genome-wide association study (GWAS) methods applied to bacterial genomes have
shown promising results for genetic marker discovery or detailed assessment of marker
effect. Recently, alignment-free methods based on k-mer composition have proven their
ability to explore the accessory genome. However, they lead to redundant descriptions and
results which are sometimes hard to interpret. Here we introduce DBGWAS, an extended k-
mer-based GWAS method producing interpretable genetic variants associated with distinct
phenotypes. Relying on compacted De Bruijn graphs (cDBG), our method gathers cDBG
nodes, identified by the association model, into subgraphs defined from their neighbourhood
in the initial cDBG. DBGWAS is alignment-free and only requires a set of contigs and pheno-
types. In particular, it does not require prior annotation or reference genomes. It produces
subgraphs representing phenotype-associated genetic variants such as local polymor-
phisms and mobile genetic elements (MGE). It offers a graphical framework which helps
interpret GWAS results. Importantly it is also computationally efficient—experiments took
one hour and a half on average. We validated our method using antibiotic resistance pheno-
types for three bacterial species. DBGWAS recovered known resistance determinants such
as mutations in core genes in Mycobacterium tuberculosis, and genes acquired by horizon-
tal transfer in Staphylococcus aureus and Pseudomonas aeruginosa—along with their MGE
context. It also enabled us to formulate new hypotheses involving genetic variants not yet
described in the antibiotic resistance literature. An open-source tool implementing
DBGWAS is available at hitps://gitlab.com/leois|/dbgwas.

Author summary

Genome-wide association studies (GWAS) help explore the genetic bases of phenotype
variation in a population. Our objective is to make GWAS amenable to bacterial genomes.
These genomes can be too different to be aligned against a reference, even within a single
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species, making the description of their genetic variation challenging. We test the associa-
tion between the phenotype and the presence in the genomes of DNA subsequences of
length k — the so-called k-mers. These k-mers provide a versatile descriptor, allowing to
capture genetic variants ranging from local polymorphisms to insertions of large mobile
genetic elements. Unfortunately, they are also redundant and difficult to interpret. We
rely on the compacted De Bruijn graph (cDBG), which represents the overlaps between k-
mers. A single cDBG is built across all genomes, automatically removing the redundancy
among consecutive k-mers, and allowing for a visualisation of the genomic context of the
significant ones. We provide a computationally efficient and user-friendly implementa-
tion, enabling non-bioinformaticians to carry out GWAS on thousands of isolates in a few
hours. This approach was effective in catching the dynamics of mobile genetic elements in
Staphylococcus aureus and Pseudomonas aeruginosa genomes, and retrieved known local
polymorphisms in Mycobacterium tuberculosis genomes.

Introduction

The aim of Genome-Wide Association Studies (GWAS) is to identify associations between
genetic variants and a phenotype observed in a population. They have recently emerged as an
important tool in the study of bacteria, given the availability of large panels of bacterial
genomes combined with phenotypic data [1-7].

GWAS rely on a representation of the genomic variation as numerical factors. The most
common approaches are based on single nucleotide polymorphisms (SNPs), defined by align-
ing all genomes of the studied panel against a reference genome [1, 3, 4] or against a pangen-
ome built from all the genes identified by annotating the genomes [8], and on gene presence/
absence, using a pre-defined collection of genes [5, 7]. The use of a reference genome becomes
unsuitable when working on bacterial species with a large accessory genome—the part of the
genome which is not present in all strains. On the other hand, methods focusing on genes are
unable to cover variants in noncoding regions, including those related to transcriptional and
translational regulation [9, 10]. Moreover, some poorly studied species still lack a representa-
tive annotation [11].

To circumvent these issues and make bacterial genomes amenable to GWAS, recent studies
have relied on k-mers: all nucleotide substrings of length k found in the genomes [2, 5, 6].

The presence of k-mers in genomes can account for diverse genetic events such as the acquisi-
tion of SNPs, (long) insertions/deletions and recombinations. Unlike SNP- or gene-based
approaches, k-mer analyses do not require a reference genome or any assumption on the
nature of the causal variants and can even be performed without assembling the genome
sequences [12].

While k-mers can reflect any genomic variation in a panel, they do not themselves represent
biological entities. Translating the result of a k-mer-based GWAS into meaningful genetic var-
iants typically requires mapping a large and redundant set of short sequences [2, 5, 6, 13].
Recent studies have suggested reassembling the significantly associated k-mers to reduce
redundancy and retrieve longer marker sequences [6, 13]. Nonetheless, k-mer representation
often loses in interpretability what it gains in flexibility, and the best way to encode the geno-
mic variation in bacterial GWAS is not yet clearly defined [14, 15].

Our approach, coined DBGWAS, for De Bruijn Graph GWAS, bridges the gap between, on
the one hand, SNP- and gene-based representations lacking the right level of flexibility to
cover complete genomic variation, and, on the other hand, k-mer-based representations

PLOS Genetics | https://doi.org/10.1371/journal.pgen.1007758 November 12,2018
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(A) DBG represents overlaps between strings

—

= DBG with k=4 I
S1 ..CCTTCGC...

Sz .CCTTCGA..

—
[—

All strings of length k=4 are considered Overlaps of length k-1=3 are represented by edges in the graph

(B) A point mutation is summarized as a bubble in the graph

St .CCTTCGCTAGTA.. DBG with k=4 TCGC—> CGCT—>GCTA—> CTAGS

RERARRRRN [:> ---—>CCTT—>CTTC—>TTCG<: TAGT —AGTA—> -
S2 .CCTTCGATAGTA.. TCGA—» CGAT—> GATA—> ATAG”

(C) DBG can be compacted
DBG with k=4 compacted DBG (cDBG)

TCGC—>CGCT—>GCTA—>CTAGS TCGCTAG
CCTT—CTTC —>TTCG<:

ATAGT —> AGTA > CCTTCG HTAGTA
TCGA—>CGAT—>GATA—>ATAG TCGATAG

Fig 1. Compacted DBG construction over a set of sequences differing by a single point mutation. In this example two sequences s; and s, of
length 12 differ by a single letter. (A) All k-mers (k = 4) present in these sequences are listed. A link is drawn between two k-mers when the

k — 1 = 3 last nucleotides of the first k-mer equal the 3 first nucleotides of the second k-mer. (B) The bubble pattern represents the SNP C to A;
each branch of the bubble represents an allele. (C) Linear paths of the graph are compacted; the compacted DBG of the example only contains
four nodes (unitigs) and represents the same variation as the original DBG, which contained 13 nodes (k-mers).

https://doi.org/10.1371/journal.pgen.1007758.g001

which are flexible but not readily interpretable. We rely on De Bruijn graphs [16] (DBGs),
which are widely used for de novo genome assembly [17, 18] and variant calling [12, 19]. These
graphs connect overlapping k-mers (here DNA fragments), yielding a compact summary of all
variations across a set of genomes. Fig 1 illustrates the construction of such a graph for a simple
example, where the only variation among the aligned genomes is a point mutation. DBGs also
accommodate more complex disparities including rearrangements and insertions/deletions
(S1 Fig).

DBGWAS relies on the ability of compacted DBGs (¢cDBGs) to eliminate local redundancy,
reflect genomic variations, and characterise the genomic environment of a k-mer at the popu-
lation level. More precisely, we build a single cDBG from all the genomes included in the asso-
ciation study (in practice, up to thousands). The graph nodes—called unitigs—represent, by
construction, sequences of variable length and are at the right level of resolution for the set of
genomes considered, taking into account adaptively the genomic variation. The unitigs are
individually tested for association with the phenotype, while controlling for population struc-
ture. The unitigs found to be phenotype-associated are then localised in the cDBG. Subgraphs
induced by their genomic environment are extracted. They often provide a direct interpreta-
tion in terms of genetic events which results from the integration of three types of information:
1) the topology of the subgraph, reflecting the nature of the genetic variant, 2) the metadata
represented by node size and colour, allowing us to identify which unitigs in the subgraph are
associated to a particular phenotype status, and 3) an optional sequence annotation helping to
detect unitig mapping to—or near—a known gene.

We benchmarked our novel method using several antibiotic resistance phenotypes within
three bacterial species of various degrees of genome plasticity: Mycobacterium tuberculosis,
Staphylococcus aureus and Pseudomonas aeruginosa. The subgraphs built from significant uni-
tigs described SNPs or insertions/deletions in both core and accessory regions, and were con-
sistent with results obtained with a resistome-based association study. In addition, novel
genotype-to-phenotype associations were also suggested.
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Results

We developed DBGWAS, available at https://gitlab.com/leoisl/dbgwas, and validated it on
panels for several bacterial species for which genome sequences and antibiotic resistance phe-
notypes were available. DBGWAS comprises three main steps: it first builds a variant matrix,
where each variant is a pattern of presence/absence of unitigs in each genome. Each variant is
then tested for association with the phenotype using a linear mixed model, adjusting for the
population structure. Finally, it uses the cDBG neighbourhood of significantly associated uni-
tigs as a proxy for their genomic environment. DBGWAS outputs a set of such subgraphs
ordered by min,, which is the smallest q-value observed over unitigs in each subgraph. The top
subgraphs therefore represent the genomic environment of the unitigs most significantly asso-
ciated with the tested phenotype. Fig 2 summarises the main steps of the process. A detailed
description of the pipeline is presented in the Methods section.

Here we rely on a few experiments to illustrate how the subgraphs output by DBGWAS can
be read as genetic events. We then benchmark DBGWAS against two other k-mer-based
approaches and one resistome-based approach. DBGWAS recovers known variants, while sug-
gesting novel candidates out of the range of the resistome-based approach. We also find it to
be more computationally efficient and to provide more interpretable outputs than the other
k-mer-based methods.

A synthetic description of the discussed subgraphs is provided in Table 1, while a descrip-
tion of the top subgraphs obtained for all tested antibiotics is provided in S3, S4, and S5 Tables.
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output Cytoscape.js (Franz, 2015)

Phenotype-associated genetic events

Fig 2. DBGWAS pipeline. DBGWAS takes as input draft assemblies and phenotype data for a panel of bacterial strains. A variant matrix X is
built in step 1 using cDBG nodes (called unitigs). Variants are tested in step 2 using a linear mixed model taking into account the population
structure. Significant variants are post-processed in step 3 to provide an interactive interface assisting their interpretation.

https://doi.org/10.1371/journal.pgen.1007758.g002
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Table 1. Resistance determinants identified by DBGWAS for S. aureus (SA), M. tuberculosis (IB) and P. aeruginosa (PA) panels.

Panel Phenotype Rank Sign. ming Est. Annotation Type Knowledge
unitigs effect on markers
SA Methicillin 1 71/565 7.68 x 10758 0.949 mecA + 7000 bp of SC Cmec MGE
2 99/735 3.39x 1072 0.865 6000 bp of SCCrmec MGE ” =0.96
3 11/190 2.14x10°% 0.813 2000 bp of SCCmec MGE ?=0.94
4 13/117 2.29 % 107 0.957 1500 bp of SCCmec MGE *=0.93
Ciprofloxacin 1 7/57 8.67 x 107" -0.893 parCQRDR LPG
2 7/31 221x107° 0.955 gyrAQRDR LPG
Erythromycin 1 110/510 2.69 x 1071 0.823 ermC + circular plasmid MGE
Fusidic acid 1 7/50 2.75 x 10713¢ -0.910 fusA LPG
2 214/882 7.94 % 10°* 0.924 fusC + SCC fusCcassette MGE
3 22/260 5.35x 107 0.924 1,500 bp of SCCfusC MGE = 0.98
3 1/72 535x 10* 0.924 200 bp of SCCfusC MGE ?=0.98
5 5/64 2.02x 107 -0.888 purN LPG ?=2x10""
Trimethoprim 1 7/54 8.38 x 107* 0.969 folA
2 3/41 9.30 x 1078 -0.966 btw. hyp. prot. & VOC prot. #=0.19
3 11/70 9.30 x 107'% -0.966 ybaK LPG ” = 0.44
4 2/30 6.82x 107" -0.632 mqol LPG ”=0.29
Gentamicin 1 173/1193 1.30 x 1072 0.873 aac(6’)gene within a plasmid MGE
2 127/367 9.02x 1077° 0.751 seq. of plasmid carrying aac(6’) MGE ¥ =0.38
3 2/23 9.01 x 10* 0.634 seq. of plasmid carrying aac(6) MGE * = 0.40
4 1/29 1.04 x 107% 0.579 seq. of plasmid carrying aac(6’) MGE ” =0.48
5 2/56 149 x 107 -0.831 odhB LPG ¥ =8x10""
TB Rifampicin 1 36/115 4.84x107° -0.577 rpoBRRDR LPG
2 6/37 4.35%x 1072° -0.355 katG LPG
3 5/41 4.02x10°° -0.224 embBM306V LPG
Streptomycin 1 5/30 3.70 x 107! 0.544 rpsL(30S ribos.protein S12) LPG
2 6/37 1.06 x 107** -0.428 katG LPG
3 25/113 2.87 x 107'¢ -0.339 rpoBRRDR LPG
4 6/45 1.40x 10°° -0.271 embBM306V LPG
5 8/31 2.86x 1077 -0.535 rrs, 16S rRNA C517T LPG
6 13/69 9.18 x 10> -0.216 gyrAQRDR LPG
7 2/20 1.20x 1072 0.739 espGl LPG ?=3x10""
Ofloxacin 1 31/85 9.66 x 10714 -0.888 gyrAQRDR LPG
2 9/68 1.59x 107 0.507 ubiA(Rv3806¢) LPG
3 3/32 3.86 x 1072 -0.746 Rv3909 LPG ¥=9x10"°
Ethionamide 1 9/39 7.86 x 107" -0.462 fabGIpromoter
2 15/47 516 x 1070 -0.406 gyrAQRDR LPG
3 4/26 5.55x 107" 0.319 rrs, 16S IRNA A1401G LPG
XDR 1 6/68 3.66 x 1077 0.905 rpoBI1187T (out. RRDR) LPG Ukn
1 3/27 3.66 x 107 0.905 Rv2000 LPG =
3 3/24 9.58 x 107° 0.883 espApromoter *=0.98
PA Amikacin 1 4/83 5.86x 1077 0.621 SNP in aac(6’) LPG
2 3/82 137 x107° 0.662 DEAD/DEAH box helicase LPG ¥ =0.55
3 38/315 221%107° 0.523 plasmid mapping on pHS87b MGE ?=0.17
Levofloxacin 1 5/27 7.21%x 107 -0.884 gyrAQRDR LPG
2 5/29 5.68x 10°° -0.737 parCQRDR LPG
3 5/38 1.87 x 1072 0.688 Histidine kinase/response regulator LPG I ”=0.17

For each antibiotic, we report subgraphs with their rank, number of significant unitigs over all unitigs in the subgraph (Sign. unitigs), q-value of the unitig with the

lowest g-value (min,), the corresponding estimated effect ( coefficient of the linear mixed model) and annotation of the subgraph. The type of event represented by the

subgraph is colour-coded as: yellow for MGE, light blue for local polymorphism in gene (LPG), and dark blue for local polymorphism in noncoding region (LPN).

Known resistance markers are indicated in dark green (Pos), determinants whose presence was described to be caused by co-resistance in orange (CR), unknown

variants arriving at the first rank in grey (Ukn). For other subgraphs, an r* value relative to the first subgraph is provided as an estimation of linkage disequilibrium with

the first subgraph. It was computed between the most significant patterns of the first and the considered subgraphs.

https:/doi.org/10.1371/journal.pgen.1007758.t001
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The subgraphs themselves are available at http://pbil.univ-lyon1.fr/datasets/ DBGWAS _
support/experiments/#DBGWAS_all_results.

Coloured bubbles highlight local polymorphism in core genes, accessory
genes and noncoding regions

For P. aeruginosa levofloxacin resistance, the subgraph obtained with the lowest min,
highlighted a polymorphic region in a core gene (Fig 3A). Indeed, it showed a linear structure
containing a complex bubble, with a fork separating susceptible (blue) and resistant (red)
strains. The annotation revealed that all unitigs in this subgraph mapped to the quinolone
resistance-determining region (QRDR) of the gyrA gene. gyrA codes for a subunit of the DNA
gyrase targeted by quinolone antibiotics such as levofloxacin and its alteration is therefore a
prevalent and efficient mechanism of resistance [20, 21]. In all our experiments related to
quinolone resistance, DBGWAS identified QRDR mutations in either gyrA or parC, which
codes for another well-known quinolone target: P. aeruginosa levofloxacin (first subgraph,
gyrA: ming = 7.21 x 107*° and second, parC: 5.68 x 107%), S. aureus ciprofloxacin (first, parC:
min, = 8.67 x 10'** and second, gyrA: 2.21 x 10~7°), and ofloxacin resistance in M. tuberculo-
sis, whose genome does not contain the parC gene [22] (first, gyrA: min, = 9.66 x 107144,

For P. aeruginosa amikacin resistance, the top subgraph (min, = 5.86 x 107°) highlighted a
SNP in an accessory gene (Fig 3B). As in Fig 3A, it contained a fork separating a blue and a red
node. However, other remaining nodes were not grey: they represented an accessory sequence
because they were not present in all the strains. Most of these nodes were pale-red, showing
that the accessory sequence was more frequent in resistant samples. The annotation revealed
that this subgraph corresponded to aac(6’), a gene coding for an aminoglycoside 6-acetyltrans-
ferase, an enzyme capable of inactivating aminoglycosides, such as amikacin, by acetylation
[23]. Most unitigs in this gene had a low association with resistance, except for the ones
describing this particular SNP. Mapping the sequence of these unitigs on the UniProt database
[24] revealed an amino-acid change at L83S, right in the enzyme binding site. This SNP was
previously shown to be responsible for substrate specificity alteration in a strain of Pseudomo-
nas fluorescens [25]. It appears to increase the amikacin acetylation ability of aac(6’), making
its association to amikacin resistance more significant than the gene presence itself.

Finally, for M. tuberculosis ethionamide resistance, the top subgraph (min, = 7.86 x 10",
Fig 3C) represented a polymorphic region in a core gene promoter. The subgraph was mostly
grey and linear with a localised blue and red fork. The most reliable annotation for this sub-
graph was fabG1 (also known as mabA), a core gene previously shown to be involved in ethi-
onamide and isoniazid resistance [26, 27]. None of the significantly associated unitigs mapped
to the fabG1 gene, but their close neighbours did (highlighted in Fig 3C by black circles), sug-
gesting that the detected variant was located in the promoter region of the gene. This was con-
firmed by mapping the significant unitig sequences using the Tuberculosis Mutation database
of the mubii resource [28].

Long single-coloured paths denote mobile genetic element insertions

For S. aureus resistance to methicillin, the top subgraph (min, = 7.68 x 107'%%), shown in Fig
3D, revealed a gene cassette insertion. It contained a long path of red nodes, and a branching
region including another red node path. The first path mapped to the mecA gene, extensively
described in this context and known to be carried by the Staphylococcal Cassette Chromosome
mec (SCCmec) [21, 29, 30]. The other part of the subgraph represented a >5,000 bp fragment
of the cassette. It was less linear because it summarised several types of the cassette differing by
their structure and gene content [29]. The next subgraphs represented other regions of the
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Fig 3. Different types of genetic events identified by DBGWAS. Each subgraph represents a distinct genetic event. Colours are continuously
interpolated between blue for susceptible unitigs and red for resistant ones. Untested unitigs, present in > 99% or < 1% of the strains, are shown
in grey. Nodes found to be not significative are shown with a transparency degree. The node size relates to its allele frequency: the larger the
node, the higher the allele frequency. Circled black nodes map to annotated genes. The two tables in each panel provide information on the
sugraph nodes. As an example, the subgraph in panel (A) is composed of 27 unitigs, 5 of which were significantly associated with resistance. All
unitigs of this subgraph mapped to the gyrA gene. The subgraphs presented in the four other panels correspond to the top subgraphs (with
lowest ming) obtained for different panels/phenotypes. All subgraphs are snapshots taken from DBGWAS interactive visualisation and are

available online.

https://doi.org/10.1371/journal.pgen.1007758.g003

same cassette. Interestingly, retaining a greater number of unitigs to build the subgraphs leads
to merging these individual subgraphs, representing related genomic regions, into a single
one. This can be done by increasing the Significant Features Filter (SFF) parameter value,
which defines the unitigs used to build the subgraphs. By default, the unitigs corresponding to
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the 100 lowest q-values are retained (SFF = 100). Increasing the SFF value to 150 (150th q-
value = 1.60 x 107*7) allowed us to reconstruct the entire SCCrmec cassette, as shown in S3 Fig.

For S. aureus erythromycin resistance, a unique subgraph was generated (min, =
2.69 x 107'°°). As shown in Fig 3E, the subgraph described the circular structure of a 2,500 bp-
long plasmid known to carry the causal ermC gene together with a replication and mainte-
nance protein in strong linkage disequilibrium with ermC [30, 31].

For P. aeruginosa amikacin resistance, the third subgraph (min, = 2.21 x 10~°) represented
a 10,000 bp plasmid acquisition. Using the NCBI nucleotide database [32], most of the unitigs
in this subgraph mapped to the predicted prophage regions of an integrative and conjugative
plasmid, whose structure corresponds to a plasmid, pHS87b, recently described in the amika-
cin resistant P. aeruginosa HS87 strain [33]. S4 and S5 Figs provide more examples of MGEs
recovered by DBGWAS, and the Interpretation of significant unitigs (step 3) subsection of the
Methods section discusses SFF default value and tuning.

DBGWAS reports expected variants without prior knowledge

Although resistance determinants are not perfectly or exhaustively known for all species, some
resistance mechanisms are well described. This is the case of gyrA and parC alteration in fluo-
roquinolone resistance in P. aeruginosa [20], and of the alteration of two streptomycin targets:
the ribosomal protein S12 (coded by rpsL) and the 16S rRNA (coded by rrs) in M. tuberculosis
[34]. Here we verify the ability of bacterial GWAS methods to recover these known mecha-
nisms. We compared DBGW AS results to those obtained by applying the same association
model to a collection of known resistance genes and SNPs [7, 35] (see the Resistome-based
association studies subsection of the Methods section), and to two other recent k-mer-based
methods: pyseer [6, 36], and HAWK [13].

For P. aeruginosa levofloxacin resistance (Table 2), both DBGWAS and pyseer identified
the two expected known causal determinants reported by the prior resistome-based study:
gyrA and parC, while HAWK only reported gyrA. pyseer reported 224 k-mers, all mapping to
gyrA and parC, while the other methods reported less than 10 features (subgraphs or reassem-
bled k-mers), among which were several unknown, potentially new candidate markers.

For M. tuberculosis streptomycin resistance (Table 3), the four methods reported the two
expected known causal determinants rpsL and rrs. However, while the resistome-based study

Table 2. Resistance determinants found by the four methods for P. aeruginosa levofloxacin resistance.

Legend resistome-based DBGWAS pyseer HAWK
Time (mem) 37m (7.2 GB) 21m (3.2 GB) 24h22m (14.5 GB) 39m (4.2 GB)
Nb reported 2 variants 5 subgraphs 224 k-mers 8 reassembled k-mers
Unknown HK/RR (1.87 x 107%) tnp (1.66 x 107
tnp NC near tnp
topA

This table presents the annotation of the features identified by the tested methods with default parameters. The total number of reported features, as well as the
execution time and memory load (in Gigabytes) are given in the header. For k-mer-based methods, annotations were retrieved by mapping unitig/k-mer sequences to
the resistance and Uniprot databases (see Interpretation of significant unitigs (step 3) subsection of the Methods section), and completed when needed by Blast on NCBI
Nucleotide database. Green cells correspond to resistance determinants already described in the literature. Grey cells represent unknown determinants. Within each
category, annotations are ordered by increasing minimum p/q-values. p/q-values are reported only for the most significant annotations. For each method, the

annotation with the lowest p/q-values is underlined. ‘NC’ means noncoding region and ‘tnp’ transposase.

https://doi.org/10.1371/journal.pgen.1007758.t002
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Table 3. Resistance determinants found by the four methods for M. tuberculosis streptomycin resistance.
Legend resistome-based DBGWAS pyseer HAWK

Time (mem) 1h31m (2.1 GB) 42m (4.3 GB) 14h14m (102.4 GB) 3h01m (3.7 GB)
Nb reported 85,011 k-mers

28 variants 24 subgraphs 2,038 reassembled k-mers

Unknown espGI (120 x 107°) | NC near tnp/PE (1.13x 10™'?) | NC near tnp/PPE (2.93 x 10)
(top list) 1psN Rv0270 tnp
NC near tnp/PPE Rv2665 Rv2825¢/Rv2828¢
rnj Rv2743¢ 13E12 repeat family protein
Rv2672 Rv2522c BEE
espA promoter NC near tnp/PPE CRISPR repeats, down Cas genes
Rv2456¢ promoter guaA mmpL14
whiB6 kdpD esxM

This table presents the annotation of the features identified by the tested methods with default parameters. The total number of reported features, as well as the
execution time and memory load (in Gigabytes) are given in the header. For k-mer-based methods, annotations were retrieved by mapping unitig/k-mer sequences to
the resistance and Uniprot databases (see Interpretation of significant unitigs (step 3) subsection of the Methods section), and completed when needed by Blast on NCBI
Nucleotide database. Green cells correspond to resistance determinants already described in the literature, orange cells to resistance determinants described for
association with other antibiotics. The annotations not found by the resistome-based strategy are written in bold. Grey cells represent unknown determinants. Within
each category, annotations are ordered by increasing minimum p/q-values. p/q-values are reported only for the most significant annotations. For each method, the
annotation with the lowest p/g-values is underlined. ‘NC’ means noncoding region, ‘tnp’ transposase, ‘PE’ stands for PE-family protein and ‘PPE’ for PPE-family

protein.

https://doi.org/10.1371/journal.pgen.1007758.t003

and DBGWAS methods ranked the causal rpsL determinant first, pyseer and HAWK reported
their lowest p/q-values for the false positive katG determinant. katG and other false positives
caused by co-resistance were among the top-ranked features for all methods and this is a well
described phenomenon in M. tuberculosis species [34, 37].

Additional results for all antibiotics can be found in S6 and S7 Tables for resistome-based
association studies, and in S3 and S5 Tables for DBGWAS.

DBGWAS provides novel hypotheses

In addition to resistance markers, all three k-mer-based approaches reported several unknown
variants, not described in the context of resistance. Among them, in the context of streptomy-
cin resistance, a noncoding region between a transposase and a PPE-family protein was
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reported by the three methods but, as expected, not by the resistome-based approach, as only
resistance genes were included in this analysis. More generally, knowledge-based approaches
such as SNP-, gene- or resistome-based GWAS can be limited in the context of new marker
discovery, since any causal variant absent from the chosen reference would remain untested.
Besides being time-consuming, preparing such a list of genetic variants can be problematic for
bacterial species without extensive annotation or reference availability. Here we describe asso-
ciations identified by DBGWAS and which were never described in the antibiotic resistance
literature.

In our P. aeruginosa panel, the second subgraph obtained for amikacin resistance (min, =
1.37 x 10~°) gathered unitigs mapping to the 3’ region of a DEAD/DEAH box helicase, known
to be involved in stress tolerance in P. aeruginosa [38]. The unitig with the lowest q-value was
present in 13 of 47 resistant strains and in only 1 of 233 susceptible strains and represented a
C-C haplotype summarising two mutated positions: 2097 and 2103. This annotation was not
an artefact of the population structure, properly taken into account by the linear mixed model.
Indeed the 13 resistant strains corresponded to distinct clones belonging to two phylogroups,
one of them containing the susceptible strain. In P. aeruginosa levofloxacin resistance, the
third subgraph (min, = 1.87 x 10°) represented a L650M amino-acid change in a hybrid sen-
sor histidine kinase/response regulator. Such two-components regulatory systems play impor-
tant roles in the adaptation of organisms to their environment, for instance in the regulation
of biofilm formation in P. aeruginosa [39], and as such may play a role in antibiotic resistance.

In S. aureus, polymorphisms within genes not known to be related to resistance were
identified for several antibiotics: purN (min, = 2.02 x 107?) for fusidic acid, odhB (min, =
1.49 x 10~*) for gentamicin, ybaK and mqoI (min, = 9.30 x 10~"%, resp. 6.82 x 10~'°) for tri-
methoprim. None of these genes have been associated with antibiotic resistance before, to the
best of our knowledge.

In M. tuberculosis, polymorphisms in two genes encoding proteins involved in cell wall and
cell processes, espG1 and espA, were found associated with streptomycin (seventh subgraph,
min, = 9.43 x 10*) and XDR phenotype (third subgraph, min, = 9.58 x 107°°), respectively.
Again, these genes have never been reported in association with antibiotic resistance before.

Although experimental validation would be required to tell whether these hypotheses are
false positive (e.g., in linkage with causal variants) or actual resistance mechanisms not yet doc-
umented, DBGWAS is a valuable tool to screen for novel candidate markers. Moreover it pro-
vides a first level of variant description (SNPs in gene or promoter, MGE, etc) which can
directly drive the biological validation.

DBGWAS facilitates the interpretation of k-mer-based GWAS

Other k-mer-based approaches are as agnostic as DBGWAS and were also able to provide
novel hypotheses, but interpreting their output can prove more challenging than a SNP/gene-
based GWAS. In the M. tuberculosis streptomycin resistance experiment for example, they
reported several thousands of features, while DBGWAS reported only 24 annotated subgraphs
without missing any expected determinant (see Table 3). The thousands of k-mers generated
by HAWK and pyseer are of course also amenable to interpretation: to build our Table 3, we
mapped these k-mers to references and extracted annotated variants which showed at least
one hit. However, doing so required additional efforts and a working knowledge of the most
appropriate annotated references. In addition, k-mers which do not map to the chosen refer-
ence cannot be interpreted. By contrast, DBGWAS always returns a subgraph containing these
k-mers. Even when no annotation exists, the topology and colours of the subgraphs may hint
towards the nature of the causal variant.
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In addition to providing context for significant k-mers and guiding their interpretation as
SNPs or MGEs, DBGWAS clustering of close variants into a subgraph can describe hypervari-
able regions as single entities, and highlight highly associated haplotypes. As an example, the
top subgraph for rifampicin resistance (min, = 4.84 x 1077°) contained 36 significant unitigs,
distinguishing between susceptible (blue) and resistant (red) strains. Instead of a single point
mutation, this subgraph represented a polymorphic region known as the rifampicin resis-
tance-determining region (RRDR) of the rpoB gene. The unitig with the lowest g-value cov-
ered several mutant positions, defining a particular haplotype strongly associated with
rifampicin susceptibility. Where DBGWAS reported in this case only one subgraph, pyseer,
for instance, reported 470 k-mers with the rpoB annotation, and the resistome-based associa-
tion study reported in this case 4 distinct SNPs in rpoB (S6 Table). In another user-submitted
example, DBGWAS identified mosaic alleles of three pbp genes involved in beta-lactam resis-
tance of Streptococcus pneumoniae. Like in the RRDR example, it returned five subgraphs cor-
responding to the three genes—three subgraphs were annotated pbp2x and represented three
distinct polymorphic regions of the gene. Each subgraph summarised the polymorphism of
the gene, as opposed to one separate feature for each SNP.

Admittedly, some subgraphs output by DBGWAS are not readily interpretable: they are
neither coloured bubbles highlighting SNPs, nor long single-coloured paths denoting MGE
insertions. This was the case of several subgraphs produced for P. aeruginosa amikacin resis-
tance, and presented in S6 Fig. Genetic variants inserted in variable regions, for example, lead
to subgraphs with a high average degree, or to very large subgraphs. The fourth subgraph for
instance (min, = 2.21 x 107°) contains a path of three red (positively-associated) nodes lying
in a noncoding region between variable accessory genes. Consequently, their neighbour uni-
tigs branch to various other unitigs, making the structure complex and hard to interpret. Com-
plex subgraphs also arise when several associated variants have overlapping neighbourhoods
(as defined in the Graph neighbourhoods subsection in the Methods section, and tuned with
the nh parameter) in at least one strain. This is the case for the subgraph with the smallest
min, which aggregates aac(6') acetyltransferase and the CML efflux pump.

The interpretation of such subgraphs is not straightforward. We often found it helpful to
tune the nh and SFF parameters to break large subgraphs into a set of smaller ones, as dis-
cussed in the discussed in the Methods section. For the aac(6’) subgraph, where nearby vari-
ants are aggregated into a large subgraph, reducing the SFF value to 15 provided a much
smaller and easier-to-interpret subgraph focusing on the aac(6') mutation (Fig 3B). Otherwise,
we recommend to focus on the topology of the most significant unitigs and their close
neighbours.

DBGWAS is fast, memory-efficient, and scales to very large panels

To assess the scalability of DBGWAS to large datasets, we retrieved 5,000 genomes from
M. tuberculosis, 9,000 genomes from S. aureus and 2,500 genomes from P. aeruginosa, as
described in the Large panels subsection of the Methods section. We present in S9 Fig the run-
time and memory usage performances for these panels. All 180 runs took less than 5 days and
250 GB of RAM on 8 cores. Both the computational time and memory usage increase log-line-
arly with the panel size. Moreover, at equal panel size, DBGWAS performance also depends
on the genome complexity, requiring less computational resource for more clonal genomes
such as M. tuberculosis.

We also compared the computational performance of DBGWAS with pyseer and HAWK.
The benchmark was performed on 13 datasets, including one large dataset of 2,500 genomes
for each of the 3 species (see the Datasets subsection in the Methods section for details).
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Detailed results are presented in S2 Table. DBGWAS was the fastest tool in 11 out of 13 experi-
ments, always taking less than 2 hours. HAWK ran in less than 10 hours in 12 out of 13 experi-
ments, and was a little faster than DBGWAS on two of the large-scale datasets. pyseer took
from 13 to 53 hours on 9 experiments, and failed on the 4 others: one exceeded the disk space
limit of 1TB, three exceeded the runtime limit of five days. It was brought to our attention dur-
ing the reviewing process that piping the output of fsm-lite through gzip would decrease the
disk space usage. HAWK was more parsimonious in memory usage than DBGWAS on the
large scale panels. This can be explained by the fact that the 0.8.3-beta version of HAWK
which we are using does not take into account the population structure, and as such does not
have to compute an n x n covariance matrix, providing it a large gain in memory usage—and,
to a lesser extent, runtime—for large panels. On the other hand, disregarding the population
structure could also lead to spurious discoveries. HAWK v0.9.8-beta offers an adjustment but
failed to recover the known true positives, which is why we chose to present the results of the
0.8.3-beta version. DBGWAS and HAWK typically used one order of magnitude less memory
than pyseer. The most memory-consuming step for pyseer was the k-mer counting step relying
on fsm-lite.

Discussion

In this article we introduce an efficient method for bacterial GWAS. Our method is agnostic:
it considers all regions of the genomes and is able to identify potentially new causal variants
as different as SNPs in noncoding regions and MGE insertions/deletions. It performs as well
as the current SNP- and gene-based gold standard approaches for retrieving known determi-
nants, from genome pre-assemblies and without relying on annotations or reference
genomes.

DBGWAS exploits the genetic environment of the significant k-mers through their neigh-
bourhood in the cDBG, providing a valuable interpretation framework. Because it uses only
contig sequences as input, it allows GWAS on bacterial species for which the genomes are still
poorly annotated or lack a suitable reference genome. DBGWAS makes bacterial GWAS possi-
ble in two hours using a single-core computer (see S1 Table), outperforming other state-of-
the-art k-mer-based approaches.

Underlying our method, graph-based genome sequence representations such as DBGs,
extend the notion of the reference genome to cases where a single sequence stops being an
appropriate approximation [40, 41]. As demonstrated in this paper, they pave the way to
GWAS on highly plastic bacterial genomes and could also be useful for microbiomes [42] or
human tumours [13].

DBGWAS currently relies on the Benjamini-Hochberg procedure to control the FDR and
offers no advance exploiting the dependence among presence/absence patterns. An important
improvement would be to control the false discovery rate at the subgraph level instead of the
unitig level. DBGWAS could be extended to different statistical tasks by adapting its underly-
ing association model, to allow for continuous phenotypes or identify epistatic effects, for
instance. The interpretability of the extracted subgraphs could also be improved by training a
machine learning model to predict which types of event they represent [43]. This automated
labelling could guide users in their interpretation and allow them to search for specific events,
such as SNPs in core genes or rearrangements.

Several recent studies describe in silico models for defining a genomic antibiogram and
hopes are high that such technologies will complement the classic phenotypic methods [44].
Several studies have already demonstrated that in some cases, genomic antibiograms can be at
least as good as phenotypic ones [30, 45-47]. Contrary to our approach, these studies require
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extensive resistance marker databases. DBGWAS will surely contribute to the extension of
such databases or to the development of agnostic genomic antibiograms.

In conclusion, we demonstrate for three medically important bacterial species that resis-
tance markers can be detected rapidly with relative ease, using simple computer equipment.
Our integrated software and visualisation tools offer an intuitive variant representation, hence
will provide future users with an enhanced insight into genotype to phenotype correlations, in
all domains of microbiology, beyond that of antibiotic resistance. This will include complex
traits such as biofilm formation, epidemicity and virulence.

Methods
Encoding genomic variation with compacted DBGs

DBGs are directed graphs that efficiently represent all the information contained in a set of
sequences. Nodes represent all the unique k-mers (genome sequence substrings of length k)
extracted from the input sequences. Edges represent (k — 1)-exact-overlaps between k-mers:
an edge connects a node #; to a node n, if and only if the (k — 1)-length-suffix of n; equals the
(k — 1)-length-prefix of n, (Fig 1A).

These graphs can be compacted into cDBGs by merging linear paths (sequences of nodes
not linked to more than two other nodes) into a single node referred to as a unitig [48-50] (Fig
1C). Compaction yields a graph with locally optimal resolution: regions of the genome which
are conserved across individuals are represented by long unitigs, while regions which are
highly variable are fractioned into shorter unitigs (S1 Fig).

Representing strains by their unitig content (step 1)

cDBG construction. We build a single DBG from all genomes given as input using the
GATB C++ library [51]. We start from contigs rather than reads and, consequently, we do not
need to filter out low abundance k-mers, allowing for the exploration of any variation present
in the set of input genomes. We then compact the DBG using a graph traversal algorithm,
which identifies all linear paths in the DBG—each forming a unitig in the cDBG. During this
step, we also associate each k-mer index to its corresponding unitig index in the cDBG.

There is no general rule for choosing the ideal k-mer length as it depends on many factors,
including the assembly quality, complexity of the input genomes, or presence of repeats. High
values of k lead to haplotypes containing multiple SNPs instead of distinct single SNPs, if these
SNPs are separated by less than k bases. As k increases, the k-mer-defined haplotypes also
become more specific to a genome sub-population, leading to a loss of power to detect geno-
type to phenotype associations. Low values of k, on the other hand, produce highly connected
sets of non-specific k-mers. In particular, any repeated region with at least k bases may create a
cycle in the DBG (Fig 4). We use k = 31 by default, as it produced the best performance to
retrieve known markers of P. aeruginosa resistance to amikacin and levofloxacin (Fig 5). We
found DBGWAS results to be robust to small variations of k between 21 and 41. Similar graph
structures were generated whatever the tested value of k for the clonal M. tuberculosis species
(S7 Fig). More variability was observed for P. aeruginosa resistance to amikacin, which
involves more complex resistance mechanisms (S8 Fig).

Unitig presence across genomes. Each genome is represented by a vector of presence/
absence of each unitig in the cDBG. To do so, we query the unitig associated to each k-mer in
a given genome. This procedure is efficient because it relies on constant time operations.
Firstly, we use GATB’s Minimal Perfect Hash Function (MPHF) [52] to retrieve the index of a
given k-mer, and then we use the previously computed association between k-mer and unitig
indices to know which unitigs the given genome contains. Since these two operations take
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Fig 4. Effect of k on the graph topology. A cDBG was built from the P. aeruginosa gyrA gene sequences from several
strains. When k is small, k-mers are highly repeated, which generate numerous loops. As k increases, k-mer sequences
become more specific and the graph gets more linear. For large values of k, few k-mers are shared by all the strains, and
the linear path thickens into parallel paths belonging to variable strain populations.

https://doi.org/10.1371/journal.pgen.1007758.9004
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Fig 5. Choice of k. True positive versus false positive curves for several values of k for both amikacin and levofloxacin resistance phenotypes.
True positives are unitigs mapping to genuine variants described in resistance databases for the studied drugs [7]. In both cases, the value of k
leading to the best AUC is k = 31.

https://doi.org/10.1371/journal.pgen.1007758.g005
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constant time, producing this vector representation for a genome takes linear time on the size
of the genome. It is important to note that the GATB’s MPHF can be successfully applied here
because we always use the same list of k-mers, i.e., after building the DBG, the set of k-mers is
fixed and not updated, and because we always query k-mers that are guaranteed to be in the
DBG (since we do not filter out any k-mer).

The unitig description on all the input genomes is stored into a matrix U:

1, if the j-th unitig is present in the i-th input genome;
Y { 0, otherwise.

We then transform the matrix U into Z, which represents the minor allele description, in
terms of presence [5]: Z is identical to U except for columns with a mean larger than 0.5,
which are complemented: Z; = 1 — U; for these columns.

We then restrict Z to its set of unique columns. If several unitigs have the same minor allele
presence pattern, then they will be represented by a single column. Keeping duplicates would
lead to performing the same statistical test several times. Finally, we filter out columns whose
average is below 0.01—the user can specify this threshold using the -ma £ option. We denote
the de-duplicated, filtered matrix of patterns by X.

Importantly, both k-mers and unitigs lead to the same set of distinct patterns across the
genomes. Indeed, every unitig represents (at least) one k-mer, and conversely every k-mer is
represented by one (single) unitig. When de-duplicated, the two representations therefore lead
to the same set of patterns to be tested for association with the phenotype.

Testing unitigs for association with the phenotype (step 2)

Human GWAS literature extensively discusses how testing procedures can result in spurious
associations if the effect of the population structure is not taken into account [53-55]. Popula-
tion structures can be strong in bacteria because of their clonality [5, 6, 56, 57]. An additional
performance analysis comparing several models for population structure, on both simulated
and real data, showed that correcting for population structure using LMMs is often preferable
to using a fixed effect correction or not correcting at all (S1 Appendix).

We thus rely on the bugwas method [5], which uses the linear mixed model (LMM) imple-
mented in the GEMMA library [58], to test for association with phenotypes while correcting
for the population structure. This method also offers the possibility to test for lineage effects,
by calculating p-values for association between the columns of the matrix representing the
population structure, and the phenotype [5]. DBGWAS optionally provides bugwas lineage
effect plots when the user specifies a phylogenetic tree using the -newick option. An example
of the generated figures is available at http://pbil.univ-lyonl.fr/datasets/ DBGWAS_support/
full_dataset_visualization/.

Formally, the LMM represents the distribution of the binarized phenotype Y;, given the j-th
minor allele pattern X;; and the population structure represented by a set of factors W € R",
by:

— T -
Y, =X+ Wate, j=1,...,p. (1)

B s the fixed effect of the tested candidate on the phenotype, & ~ N (0,6?), 02 > 0 is the ran-
dom effect of the population structure, and g; XN (0, 6%) are the residuals with variance o* >
0. W is estimated from the Z matrix, which includes duplicate columns representing both core

and accessory genome. More precisely, denoting Z = USV" the singular value decomposition
of Z, we use W= US.
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We test Hy: f = 0 versus Hy: f# 0 in Eq 1 for each pattern using a likelihood ratio proce-

dure producing p-values and maximum likelihood estimates f3. To tackle the situation of mul-
tiple testing caused by the high number of tested patterns, we compute q-values, which are the
Benjamini-Hochberg transformed p-values controlling for false discovery rate (FDR) [59].

Interpretation of significant unitigs (step 3)

The LMM is used to identify de-duplicated minor allele presence patterns significantly associ-
ated with the phenotype at a chosen FDR level. While the testing step is done at the pattern
level, the interpretation of the selected features is done at the unitig level. As a result of the de-
duplication procedure, a given pattern may correspond to several distinct unitigs. To faithfully
interpret the results, all the unitigs corresponding to the significant patterns are retrieved and
are assigned the g-value of their pattern. We now show how the initial cDBG can be used in
the interpretation step.

Significance threshold. The interpretation step focuses on the unitigs with the lowest q-
values. These unitigs are indeed used to build the resulting annotated subgraphs. The unitig
selection can be either based on the FDR (g-value threshold) or on a number of presence/
absence patterns ordered by increasing q-values. Practically, this is done in DBGWAS using a
Significant Features Filter (SFF). For a selection based on a FDR threshold, the SFF value is set
between 0 and 1, while any integer value > 1 defines the number of patterns to consider.

In our experiments, we choose not to apply a fixed FDR threshold, even though DBGWAS
offers this option. Different datasets lead to different q-values, even by several orders of magni-
tude, and a single FDR threshold would lead to selecting a large number of unitigs generating
more than 1,000 subgraphs on some of them (e.g. S. aureus ciprofloxacin) as shown in S8
Table. Instead, we retain the 100 patterns with lowest q-values. Although arbitrary, this choice
is tractable for all datasets and provides satisfactory results in our experiments. It does not pro-
vide and explicit control of the FDR: only the q-value provides an estimation of the proportion
of false discoveries incurred when considering patterns below this value. Checking the q-values
of the selected unitigs is therefore essential to assess their significance. If the default SFF = 100
is not satisfactory, it is also possible to re-run the third step only, with a more suitable SFF
value.

Graph neighbourhoods. We define the neighbourhood of each significant unitig u
(defined by the SFF) as the set of unitigs whose shortest path to u has at most ne = 5 edges.
Users can modify the ne value using the -nh option. The objects returned by DBGWAS are the
connected components of the graph induced by the neighbourhoods of all significant unitigs
in the cDBG. As illustrated in Fig 6, nearby significant unitigs might belong to the same con-
nected component, so this process groups unitigs which are likely to be located closely in the
genomes. We refer to the connected components as subgraphs in the Results section.

The SFF value can be tuned to optimise the number and size of the output subgraphs. It has
no impact on subgraphs describing SNPs in core sequences (52 Fig). On the other hand, when
significant unitigs map to different regions of a single MGE, such as a plasmid, several sub-
graphs are generated but can be gathered into a single subgraph by increasing the SFF thresh-
old (S4 Fig). When significant unitigs map to several distinct mobile regions, which can be
found in different contexts (transposon, integron, etc.) at the population level, the resulting
subgraph can become very large and highly branching: decreasing the SFF threshold allows to
select the few most significant unitigs, generating a subgraph focusing on the most relevant
region (S6 Fig). Reducing the graph complexity can also be done by decreasing the ne value,
using the -nh option.
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Fig 6. Subgraphs induced by the neighbourhood of significantly associated unitigs. In this example, a neighbourhood
of size ne = 2 was used: any unitig distant up to 2 edges from a significant unitig is retrieved to define its neighbourhood.
Neighbourhoods are merged if they share at least one node, e.g. the neighbourhoods of U; and U, are merged because
they share N, and will be represented in a single subgraph.

https://doi.org/10.1371/journal.pgen.1007758.006

Representing metadata with coloured DBGs. The subgraphs are enriched with metadata
to make their interpretation easier. We use the node size to represent allele frequencies, i.e.,
the proportion of genomes containing the unitig sequence. We describe the effect 3 of each
unitig as estimated by the LMM using colours, in the spirit of the coloured DBGs [19]. Colours
are continuously interpolated between red for unitigs with a strong positive effect and blue for
those with a strong negative effect.

Annotating the subgraphs. DBGWAS can optionally integrate an automated annotation
step using the Blast suite [60] (version 2.6.0+) on local user-defined protein (-pt-db option)
or nucleic acid (-nt-db option) sequence databases. We annotate the subgraphs of interest by
blasting each unitig sequence to the available databases. Users can then easily retrieve the
annotations which are the most supported by the nodes in the subgraph, or with the lowest E-
value. Importantly, DBGWAS works with any nucleotide or protein Fasta files as annotation
databases straight away. However, users can customize the annotation databases by changing
the Fasta sequences headers to make DBGWAS results more interpretable. A common exam-
ple is compacting the annotation in the summary page by using abbreviations or gene class
names, and expanding them to full names in the subgraph page. Other custom fields can also
be included in the annotation table by adding specific tags to the headers. A detailed explana-
tion on how to customize annotation databases for DBGWAS can be found in https://gitlab.
com/leoisl/dbgwas/wikis/Customizing-annotation-databases. We also provide on the
DBGWAS website a resistance determinant database built by merging the ResFinder, MEGA-
Res, and ARG-ANNOT databases [61-63], and a subset of UniProt restricted to bacterial pro-
teins [24]. Subgraphs discussed in the Results section were annotated using these databases.
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Interactive visualisation. DBGWAS produces an interactive view of the enriched and
annotated subgraphs, allowing the user to explore the graph topology together with informa-
tion on each node: allele and phenotype frequencies, q-value, estimated effect, and annotation.
The view is built using HTML, CSS, and several Javascript libraries, the main one being Cytos-
cape.js [64]. Results can be shared and visualised in a web browser. As a large number of com-
ponents can be produced in one run of DBGWAS, we provide a summary page allowing users
to preview and filter the subgraphs. Filtering can be based upon the minimum q-value of all
unitigs in the component (min,), or based on the annotations. A complete description of the
DBGWAS interactive interface is available in https://gitlab.com/leoisl/dbgwas/wikis/

DBGW AS-web-based-interactive-visualization.

Re-running from step 2 or step 3. It is possible to re-run a part of the analysis if a first run
with the default values was unsatisfactory. The -skip1l option allows to re-run from the sec-
ond step, for instance to compute the lineage effects (adding the -newick option). It is also
possible to re-run only the third step by using the -skip2 option, for instance when the
default SFF and nh values generated highly connected graphs, or if the annotation was
incomplete.

Datasets

We used in our experiments genome sequences from three bacterial species with various
degrees of genome plasticity, from more clonal to more plastic: M. tuberculosis, S. aureus, and
P. aeruginosa. We also built large datasets with random phenotypes for these 3 species, and
used them only for time performance and memory usage assessment. All panels are summa-
rised in Table 4.

TB panel. M. tuberculosis (TB) is a human pathogen causing 1.7 million deaths each year
[66]. This species is known for its apparent absence of horizontal gene transfer (HGT) and,
accordingly, most of the reported resistance determinants are chromosomal mutations [67] in
core genes or gene promoters. Intergenic regions are also described to be instrumental in mul-
tidrug-resistance (MDR) and extensively drug-resistant (XDR) phenotypes [9]. We use the
PATRIC AMR phenotype data, as well as genome assemblies from their resource [35, 68]. We
thus gather a total of 1302 genomes after filtering based on genome length. Phenotype data
include isoniazid, rifampicin, streptomycin, ethambutol, ofloxacin, kanamycin and ethion-
amide resistance status. Except for the last three drugs, phenotype data are available for more
than a thousand genomes. We reconstruct MDR and XDR phenotypes based on the WHO
definition [66]. XDR phenotype could only be defined for 689/1302 strains as it required data
for at least 4 drugs. Information on how phenotype data and genome assemblies were obtained
is available on the PATRIC website.

SA panel. S. aureus is a human pathogen causing life-threatening infections. It is subject
to HGT and many plasmids, mobile elements, and phage sequences have been described in its
genome. However, this does not affect the species’ genome size, which is always close to 3 Mbp
[69]. Most antibiotic resistance mechanisms are well determined by known variants, as shown
in a previous study [30]. This study obtained an overall sensitivity of 97% for predicting 12
phenotypes from rules based on antibiotic marker mapping. We use this study panel of 992
strains obtained by merging their derivation and validation sets.

PA panel. P. aeruginosa is a ubiquitous bacterial species responsible for various types of
infections. It is highly adaptable thanks to its ability to exchange genetic material within and
between species [70]. The species accessory genome is particularly important both in terms of
size and diversity, and carries more than half of the genetic determinants already described to
confer resistance to antimicrobial drugs [7, 65, 71]. We use a panel of 282 strains, gathered
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Table 4. Microbial panels.

Species Genome plasticity Range of genome length Panel name Source |Phenotype Number of available genomes
M. tuberculosis very low 4.4 Mbp TB [35] rifampicin 1,197
isoniazid 1,287
ethambutol 1,041
streptomycin 1,166
kanamycin 671
ofloxacin 696
ethionamide 420
MDR 1,211
XDR 689
Large TB [11] random 5,000
S. aureus low 2.7-3.1 Mbp SA [30] methicillin 501
ciprofloxacin 991
erythromycin 991
penicillin 991
tetracycline 991
fusidic acid 991
trimethoprim 323
gentamicin 991
rifampin 991
mupirocin 490
vancomycin 501
Large SA [11] random 9,000
P. aeruginosa high 5.8-7.6 Mbp PA [65] amikacin 280
levofloxacin 117
meropenem 280
piperacillin 280
colistin 164
polymyxin B 117
chloramphenicol 103
cefepime 280
fosfomycin 113
Large PA [11] random 2,500

We selected 3 bacterial species with distinct levels of genome plasticity, and with antibiotic resistance phenotypes available for several drugs. For each species, we also

created large datasets by computing random phenotypes for all available genome assemblies from NCBI RefSeq.

https://doi.org/10.1371/journal.pgen.1007758.1004

from two collections which mostly include clinical strains: the bioMérieux collection [65]

(n =219) and the Pirnay collection [72] (n = 63). Genome assemblies and categorical pheno-
types for 9 antibiotics are available [7]. Binarised phenotypes of amikacin resistance are avail-
able on the DBGWAS project page as an example for users.

Phenotype binarisation. Most available phenotypes are categorical, with S, I and R levels,
respectively, for susceptible, intermediary, and resistant. We binarise them by assigning a zero
value to susceptible strains (S) and one to others (I and R).

Large panels. We built large panels for the three species, in order to analyse the computa-
tional performance at a comprehensive scale. To do so, we gathered all genome assemblies of
M. tuberculosis (5,504), S. aureus (9,331), and P. aeruginosa (2,802) available on the NCBI
RefSeq bacterial genome repository [11], and removed poor quality genomes. For each panel,
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we generated random binary phenotypes. For a detailed time and memory assessment, we
built several sub-panels from these three large panels at size points of 100, 250, 500, 1,000,
2,500, 5,000 and 9,000 genomes. To build these sub-panels, we sampled genomes uniformly
from the panels. To take into account the variability among subsamplings, each sub-panel was
randomly built 10 times.

Resistome-based association studies

We benchmarked DBGWAS against a targeted approach to ensure its ability to retrieve all
expected resistance determinants. We thus performed association studies under the same
model, using as input a collection of known causal resistance SNPs and genes, defining the
resistome.

In this validation study, we used bugwas with the same phenotypes and population struc-
ture matrix W, so the resistome-based analyses and DBGWAS only differ by their input vari-
ant matrix (unitigs versus SNPs or genes presence/absence).

For P. aeruginosa resistome, we use a variant matrix previously described [7], which
includes presence/absence of known resistance gene variants, as well as the SNPs called against
these reference gene variants. For M. tuberculosis resistome, we built the variant matrix using
the same approach as for P. aeruginosa [7]: we called the SNPs from a list of 32 known resis-
tance genes and promoters [34, 67, 73]. The time and memory usage required for the complete
analysis (from the mapping of the resistance genes and positions on the genome assemblies to
the association study) are provided in Tables 2 and 3.

We sort the annotated features by q-values. S6 and S7 Tables summarise all top variants
using their g-value ranks, while Tables 2 and 3 report the annotations of all variants with a -
value < 0.05 for P. aeruginosa levofloxacin and M. tuberculosis streptomycin resistance,
respectively.

k-mer-based GWAS

pyseer. We installed pyseer [6, 36] commit ID d17602500a4530b0e68a679ed675
£db12942£56f (9 commits ahead of pyseer v1.1.1). pyseer pipeline is composed of four
steps: 1) k-mer counting; 2) population structure estimation; 3) running pyseer; 4) down-
stream analysis. To use the correct parameters, we followed the pyseer tutorial (https://pyseer.
readthedocs.io/en/master/tutorial.html). For k-mer counting, we used fsm-lite (https://github.
com/nvalimak/fsm-lite), filtering out all k-mers with a minor allele frequency smaller than 1%.
For population structure estimation, we used Mash v2.0 [74]. To run pyseer, we used 8 cores
and a LRT p-value threshold of 0.05. Downstream analysis involved getting the k-mers
which exceeded the significance threshold (which can be found using the scripts/
count patterns.py script), sorting them by LRT p-value, blasting them against the two
databases presented in the Interpretation of significant unitigs (step 3) subsection, and keeping
the best hit for each k-mer. For reproducibility purposes, the scripts we used to run pyseer can
be found at https://gitlab.com/leoisl/ DBGWAS_support/tree/master/scripts/pySEER.

HAWK. We firstly ran HAWK [13] v0.9.8-beta, as it allows correcting for population
structure. Unfortunately, it was unable to find the known causal variants reported for P. aeru-
ginosa levofloxacin and M. tuberculosis streptomycin resistances by other methods (see Tables
2 and 3). We therefore kept in our benchmarks an earlier version, HAWK v0.8.3-beta, which
presented better qualitative performance for these two evaluated panels. HAWK pipeline is
composed of five steps: 1) k-mer counting with a modified version of jellyfish [75]; 2) running
HAWTK; 3) assembling significant k-mers with ABYSS [76]; 4) getting statistics on the assem-
bled sequences; 5) downstream analysis. The first four steps were performed as described in
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HAWK’s github page. However, in the first step, we had to remove the lower-count cutoff in
jellyfish dump (parameter -L), since we are working with contigs and not reads. The last
step was performed similarly as the one described for pyseer. For reproducibility purposes, the
scripts we used to run HAWK v0.8.3-beta can be found at https://gitlab.com/leois/ DBGWAS_
support/tree/master/scripts/ HAWK_0_8_3_beta.

Supporting information

S1 Fig. Alignment to a reference (when possible), cDBG, and k-mers obtained for similar
(A) and very polymorphic genomes (B). In the first case, the 3 loci represented as polymor-
phic in the alignment lead to 3 bubble patterns in the cDBG, and numerous redundant k-
mers. In the second case, genomes are so polymorphic that an alignment is not possible. The
cDBG summarizes well the common regions and the links between them, while the collection
of unique k-mers still contains redundancy.

(PDF)

S2 Fig. Effect of SFF on the top subgraphs generated for S. aureus ciprofloxacin resistance.
Annotation of the first subgraphs is strictly conserved (red for parC, green for gyrA, yellow for
norA promoter region, blue for noncoding between glmM and fmtB and violet for transposase
flanking regions).

(PDF)

S3 Fig. Effect of SFF on the top subgraphs generated for S. aureus methicillin resistance.
Only one subgraph, containing the mecA gene (highlighted in red) is generated for lower SFF
values. Then several regions of the SCCmec cassette appear for SFF = 70, and are aggregated
into a single subgraph for SFF > 150. Green subgraphs do not concern the mecA MGE.
(PDF)

S4 Fig. Effect of SFF on the top subgraphs generated for S. aureus penicillin resistance.
Green subgraphs do not concern the blaZ MGE. Annotations are ordered by number of nodes
carrying it. Yellow, orange and pink highlight blaZ, blaR1 and blal, respectively.

(PDF)

S5 Fig. Effect of SEF on the top subgraphs generated for S. aureus erythromycin resistance.
Only one subgraph, describing the ermC and its plasmid is outputted when SFF < 200. Green
subgraphs do not concern the ermC MGE.

(PDF)

S6 Fig. Effect of SFF on the top subgraphs generated for P. aeruginosa amikacin resistance.
Nodes corresponding to aac(6’) gene are shown in a blue frame. When the SFF parameter
increases, these nodes aggregate to others genes found at least once close to aac(6’). The anno-
tation of the following subgraphs are well conserved (same color legend as in S8 Fig).

(PDF)

S7 Fig. Effect of k on the four first subgraphs obtained for TB rifampicin resistance. With a
k value varying between 21 and 41, the first 3 subgraphs always have the same ordering, shape
and annotation, as well as comparable q-values, although smaller q-values are observed for
lower values of k. The number of significant unitigs per subgraph is also well conserved. The
fourth top-rated subgraphs are not always the same: the gyrA mutation appears at a lower rank
when k is smaller.

(PDF)
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S8 Fig. Effect of k on the five first subgraphs obtained for P. aeruginosa amikacin resis-
tance. When k varies, the plasmid (yellow) and the mercury reductase and transposase (blue)
remain among the five top-rated subgraphs. However, k has an effect on the aggregation of
subgraphs corresponding to different genetic events: the mutation on aac(6’) gene (blue
frame) always appears in the first subgraph but is merged with the large mercury reductase
and transposase subgraph for k = 27, 39 and 41. The order of the subgraphs also varies with k:
up to four ranks for some subgraphs, and others leave the top-5 list.

(PDEF)

S9 Fig. Large scale analysis on computational resources usage. This figure describes how
DBGWAS scales in terms of time and memory usage for large datasets, containing up to 9,000
genomes. The large panels used here are described in the Large panels subsection of the Meth-
ods section. To understand better DBGWAS performance behaviour, we present performance
curves for each panel at size points of 100, 250, 500, 1,000, 2,500, 5,000 and 9,000 genomes.
The executions were done in a cluster, instead of a single machine, and used 8 cores each. In
order to reduce subsampling and machine heterogeneity problems, each sub-panel was ran-
domly built 10 times and we present the time and memory usage for all these executions.
Although these two measures not only depends on the number of input genomes but also on
their length and complexity, this figure allows estimations of the computational resources
usage on small and large panels with different genome plasticities.

(PDF)

S1 Table. DBGWAS time and maximal memory load on a single core. All runs presented in
this table were executed with the default parameters, without optional steps (lineage effect anal-
ysis nor annotation of subgraphs), on a single Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz
core. The datasets are described in the Datasets subsection of the Methods section. DBGWAS
ran in less than 2,5 hours for all experiments in our benchmark. The maximum memory load
(given between parenthesis in the Runtime column) was 11 GB of RAM. The panel size and
genome length (given between parenthesis in the Panel column) did not drive alone the run-
ning performances; the genome complexity played an important role as well. To view the gain
in performance of DBGWAS when running on multiple (8) cores, see S2 Table.

(PDF)

S2 Table. Benchmarking DBGWAS, pyseer and HAWK: Comparison of time and maximal
memory load. The total execution time is presented with the maximal memory consumption
in parenthesis, in order of GBs. For pyseer and HAWK, the time and memory for each step

is also detailed. All tools were ran on a same machine with 8 Intel(R) Xeon(R) CPU E5-2620
v3 @ 2.40GHz cores, 315 GB of RAM and 1 TB of disk space. Each execution used all the 8
available cores. The datasets are described in the Datasets subsection of the Methods section.
However, for the three large panels (Large TB, Large SA, and Large PA), here we just chose a
random 2,500-genome sub-panel. Moreover, DBGWAS was ran with the default parameters,
without optional steps (lineage effect analysis nor annotation of subgraphs). The parameters
for pyseer and HAWK were the ones described in the k-mer-based GWAS subsection of the
Methods section. We did not consider the time and memory consumed in the last step for
these two tools (downstream analysis). The runs taking more than 5 days to finish were inter-
rupted and are shown as Timeout. The runs that exceeded 1 TB of disk space were interrupted
and are shown as DQE (Disk Quota Exceeded).

(PDF)

S3 Table. DBGWAS results for M. tuberculosis resistance to antibiotics. For each antibiotic,
top subgraphs were reported with their rank, the g-value of the unitig with the lowest q-value
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(min,), the corresponding estimated effect (estimated j of the linear model) and the number
of susceptible (resp. resistant) strains harbouring this unitig (count per phenotype). The type
of event represented by the subgraph, its annotation and some comments and references on
this annotation were also provided. Comments were coloured if the annotation was previously
described in antibiotic resistance literature: in green if this description concerned the tested
antibiotic, in orange otherwise.

(XLS)

S4 Table. DBGWAS results for S. aureus resistance to antibiotics. For each antibiotic, top
subgraphs were reported with their rank, the q-value of the unitig with the lowest q-value
(ming), the corresponding estimated effect (estimated /3 of the linear model) and the number
of susceptible (resp. resistant) strains harbouring this unitig (count per phenotype). The type
of event represented by the subgraph, its annotation and some comments and references on
this annotation were also provided. Comments were coloured if the annotation was previously
described in antibiotic resistance literature: in green if this description concerned the tested
antibiotic, in orange otherwise.

(XLS)

S5 Table. DBGWAS results for P. aeruginosa resistance to antibiotics. For each antibiotic,
top subgraphs were reported with their rank, the q-value of the unitig with the lowest q-value
(min,), the corresponding estimated effect (estimated j of the linear model) and the number
of susceptible (resp. resistant) strains harbouring this unitig (count per phenotype). The type
of event represented by the subgraph, its annotation and some comments and references on
this annotation were also provided. Comments were coloured if the annotation was previously
described in antibiotic resistance literature: in green if this description concerned the tested
antibiotic, in orange otherwise.

(XLS)

S6 Table. Resistome-based association study results for M. tuberculosis resistance to antibi-
otics. For each antibiotic, the 10 first features most associated to the phenotype were reported,
with their rank, g-value, and estimated effect (estimated j of the linear model). The type of tar-
geted variant, with its gene annotation were also provided. Comments were coloured if the
annotation was previously described in antibiotic resistance literature: in green if this descrip-
tion concerned the tested antibiotic, in orange otherwise. The last column presents the corre-
sponding subgraphs found by DBGWAS, with their rank and min,.

(XLS)

S7 Table. Resistome-based association study results for P. aeruginosa resistance to antibi-
otics. For each antibiotic, the 10 first features most associated to the phenotype were reported,
with their rank, q-value, and estimated effect (estimated S of the linear model). The type of tar-
geted variant, with its gene annotation were also provided. Comments were coloured if the
annotation was previously described in antibiotic resistance literature: in green if this descrip-
tion concerned the tested antibiotic, in orange otherwise. The last column presents the corre-
sponding subgraphs found by DBGWAS, with their min,
(XLS)

q

S8 Table. Number of subgraphs generated using different significance thresholds. This
table shows the number of subgraphs generated when defining the significant unitigs as the
ones with the 100 lowest q-values (default SFF = 100, ‘top 100’) or when using a 5% false dis-
covery rate (FDR) threshold (SFF = 0.05, ‘5% FDR’). Different datasets lead to different q-val-
ues, even by several orders of magnitude. For instance, a single FDR threshold leads to
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selecting a large number of unitigs generating several hundreds subgraphs for SA (S. aureus)
panel.
(PDF)

S1 Appendix. Evaluation of association models.
(PDF)
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Comparative assessment of
long-read error-correction software
applied to RNA-sequencing data

Preamble

Key points

e Long-read transcriptome sequencing is hindered by high error rates that affect anal-
yses such as the identification of isoforms, exon boundaries, open reading frames,
and the creation of gene catalogues;

e This review evaluates the extent to which existing long-read DNA error correction
methods are capable of correcting cDNA Nanopore reads;

e Existing tools significantly lower the error rate, but they also significantly perturb
gene family sizes and isoform diversity.
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Abstract

Motivation: Long-read sequencing technologies offer promising alternatives to high-throughput short
read sequencing, especially in the context of RNA-sequencing. However these technologies are currently
hindered by high error rates that affect analyses such as the identification of isoforms, exon boundaries,
open reading frames, and the creation of gene catalogues. Due to the novelty of such data, computational
methods are still actively being developed and options for the error-correction of RNA-sequencing long
reads remain limited.

Results: In this article, we evaluate the extent to which existing long-read DNA error correction methods
are capable of correcting cDNA Nanopore reads. We provide an automatic and extensive benchmark
tool that not only reports classical error-correction metrics but also the effect of correction on gene
families, isoform diversity, bias toward the major isoform, and splice site detection. We find that long
read error-correction tools that were originally developed for DNA are also suitable for the correction of
RNA-sequencing data, especially in terms of increasing base-pair accuracy. Yet investigators should be
warned that the correction process perturbs gene family sizes and isoform diversity. This work provides
guidelines on which (or whether) error-correction tools should be used, depending on the application type.

Benchmarking software: https://gitlab.com/leoisl/LR_EC_analyser
Key words: Long reads, RNA-sequencing, Nanopore, Error correction, Benchmark

1 INTRODUCTION

Recent advances in long-read sequencing technology have enabled
the sequencing of RNA molecules, using either cDNA-based or
direct RNA protocols from Oxford Nanopore (referred to as ONT or
Nanopore) and Pacific Biosciences (PacBio). The Iso-Seq protocol
from PacBio consists in a size selection step, sequencing of cDNAs,
and finally a set of computational steps that produce sequences
of full-length transcripts. ONT has three different experimental
protocols for sequencing RNA molecules: cDNA transformation
with amplification, direct cDNA (with or without amplification),
and direct RNA.

Long-read sequencing is increasingly used in transcriptome
studies (Sedlazeck er al., 2018; Wang et al., 2016; Byrne
et al., 2017; Oikonomopoulos et al., 2016) as they better
describe exon/intron combinations (Sedlazeck et al., 2018).
For instance the Iso-seq protocol has been used for isoform
identification, including transcripts identification (Wang et al.,
2016), de novo isoform discovery (Li er al, 2017) and fusion
transcript detection (Weirather ef al., 2015). Nanopore has recently

been used for isoform identification (Byrne et al, 2017) and
quantification (Oikonomopoulos et al., 2016).

The sequencing throughput of long-read technologies is
significantly increasing over the years. It is now conceivable to
sequence a full eukaryote transcriptome using either only long
reads, or a combination of high-coverage long and short (Illumina)
reads. Unlike the Iso-Seq protocol that requires extensive in silico
processing prior to primary analysis (Sahlin et al., 2018), raw
Nanopore reads can in principle be readily analyzed. Direct RNA
reads also permit the analysis of base modifications (Workman et al.,
2018), unlike all other cDNA-based sequencing technologies. There
also exist circular sequencing techniques for Nanopore such as INC-
Seq (Li et al., 2016) which aim at reducing error rates, at the expense
of a special library preparation. With raw long reads, it is up to the
primary analysis software (typically a mapping algorithm) to deal
with sequences that have significant per-base error rate, currently
around 13% (Weirather et al., 2017).

In principle, a high error rate complicates the analysis of
transcriptomes especially for the accurate detection of exon
boundaries, or the quantification of similar isoforms and paralogous
genes. Reads need to be aligned unambiguously and with high
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base-pair accuracy to either a reference genome or transcriptome.
Indels (i.e. insertions/deletions) are the main type of errors produced
by long-read technologies, and they confuse aligners more than
substitution errors (Sovié et al., 2016). Many methods have been
developed to correct errors in RNA-seq reads, mainly in the short-
read era (Tong ef al., 2016; Song and Florea, 2015). They no longer
apply to long reads because they were developed to deal with low
error rates, and principally substitutions. However, a new set of
methods have been proposed to correct genomic long reads. There
exist two types of long-read error-correction algorithms, those using
information from long reads only (self or non-hybrid correction),
and those using short reads to correct long reads (hybrid correction).
In this article, we will report on the extent to which state-of-the-
art tools enable to correct long noisy RNA-seq reads produced by
Nanopore sequencers.

Several tools exist for error-correcting long reads, including ONT
reads. Even if the error profiles of Nanopore and PacBio reads are
different, the error rate is quite similar and it is reasonable to expect
that tools originally designed for PacBio data to also perform well
on recent Nanopore data. There is, to the best of our knowledge,
very little prior work that specifically addresses error-correction of
RNA-seq long reads. A notable exception is the PBcR tool, which
is mainly designed for genomes but is also evaluated on a Iso-Seq
transcriptome (Koren et al., 2012). Here we will take the standpoint
of evaluating DNA long-read error-correction tools on RNA-seq
data, an application that was likely not considered by the respective
tools authors.

We evaluate the following DNA hybrid correction tools:
LoRDEC (Salmela and Rivals, 2014), NaS (Madoui et al., 2015),
PBcR (Koren et al., 2012), proovread (Hackl et al., 2014); and
the following DNA self-correction tools: Canu (Koren ef al., 2017),
daccord (Tischler and Myers, 2017), LoORMA (Salmela et al., 2016),
MECAT (Xiao et al., 2017), pbdagcon (Chin et al., 2013). A
majority of hybrid correction methods employ mapping strategies
to place short fragments on long reads and correct long read regions
using the related short read sequences. But some of them rely on
graphs to create a consensus that is used for correction. These
graphs are either k-mer graphs (de Bruijn graphs), or nucleotide
graphs resulting from multiple alignments of sequences (partial
order alignment). For self-correction methods, strategies using the
aforementioned graphs are the most common. LSCPlus, a RNA-
seq correction tool designed for PacBio reads, was not evaluated
as the software webpage was unreachable (Hu et al., 2016). We
have selected what we believe is a representative set of tools but
there also exist other tools that were not evaluated in this study,
e.g. HALC (Bao and Lan, 2017), Falcon_sense (Chin et al., 2016),
HG-Color (Morisse et al., 2018), HECIL (Choudhury et al., 2018),
MIRCA (Kchouk and Elloumi, 2016), Jabba (Miclotte et al., 2016),
nanocorr (Goodwin et al., 2015), nanopolish (Loman et al., 2015),
and Racon (Vaser et al., 2017).

Other works have evaluated error correction tools in the context
of DNA sequencing. LRCStats evaluates error-correctors in a
simulated framework, without the need to align corrected reads (La
et al., 2017). A technical report from Bouri and Lavenier
(2017) provides an extensive evaluation of PacBio/Nanopore error-
correction tools, in the context of de novo assembly. Perhaps the
closest work to ours is the AlignQC software (Weirather et al.,
2017), which provides a set of metrics for the evaluation of RNA-
sequencing long-read dataset quality. In Weirather er al. (2017)

a comparison is provided between Nanopore and PacBio RNA-
sequencing datasets in terms of error patterns, isoform identification
and quantification. While Weirather et al. (2017) did not compare
error-correction tools, we will use and extend AlignQC metrics for
that purpose.

In this article, we will focus on the qualitative and quantitative
measurements of error-corrected long reads, with transcriptomic
features in mind. First we examine basic metrics of error-correction,
e.g. mean length, base accuracy, homopolymers errors, and
performance (running time, memory) of the tools. Then we ask
several questions that are specific to transcriptome applications: (i)
how is the number of detected genes, and more precisely the number
of genes within a gene family, impacted by read error correction?
(ii) Can error correction significantly change the number of reads
mapping to genes or transcripts, possibly affecting downstream
analysis based on these metrics? (iii) Do error-correction tools
perturb isoform diversity, e.g. by having a correction bias towards
the major isoform? (iv) What is the impact of error correction on
identifying splice sites? To answer these questions, we provide
an automatic framework (LC_EC_analyser, see Methods) for the
evaluation of transcriptomic error-correction, that we apply to nine
different error-correction tools.

2 RESULTS
2.1 Error-correction tools

Tables 1 and 2 present the main characteristics of respectively the
hybrid and non-hybrid error-correction tools that were considered
in this study. For the sake of reproducibility, in the Supplementary
Material Section S1 are described all the versions, dependencies,
and parameters. Note that these error-correction tools were all
tailored for DNA-seq data except for PBcR. PBcR was ran only in
hybrid mode, as the authors suggest using Canu over the non-hybrid
mode.

2.2 Evaluation datasets

Our evaluation dataset consists of a single 1D Nanopore run using
the cDNA preparation kit of RNA material taken from a mouse
brain. We obtained 1,256,967 Nanopore 1D reads representing
around 2 Gbp of data with an average size of 1650 bp and a N50
of 1885 bp. An additional Illumina dataset containing 58 million
paired-end 151 bp reads was generated using a different cDNA
protocol. The Nanopore and Illumina reads from the mouse RNA
sample are available in the ENA repository under the following
study: PRJEB25574.

2.3 Error-correction improves base accuracy and
affects the number of detected genes

Tables 3 and 4 show an evaluation of error-correction based on
AlignQC results, for the hybrid and non-hybrid tools, respectively.
The per-base error rate is 13.7% in raw reads, 0.3-4.5% for reads
corrected using hybrid methods and 2.9-6.4% with self-correctors.
As expected the correction rate is better for hybrid correctors leading
to a per-base error rate lower than 1% (except for LORDEC and
Proovread/untrimmed, which was equal to 4.5% and 2.6% resp.)
because they use additional information from short Illumina reads
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Table 1. Main characteristics of the hybrid error correction tools considered in this study

LoRDEC NaS PBcR Proovread
Reference Salmela and Rivals (2014) Madoui et al. (2015) Koren et al. (2012) Hackl et al. (2014)
Context DNA DNA mRNA or DNA DNA
Technology PacBio or ONT ONT PacBio or ONT PacBio
Main Construction of short read dBG, Recruitment of short reads Alignment of short reads to long  Alignment of short reads to long
algorithmic path search between k-mers in by alignment to long reads, reads and consensus. reads and consensus.
idea long reads assembly of short to

correct the long reads

Table 2. Main characteristics of the non-hybrid (self) error correction tools considered in this study

Canu daccord LoRMA MECAT pbdagcon
Reference Koren et al. (2017) Tischler and Myers (2017)  Salmela et al. (2016) Xiao et al. (2017) Chin et al. (2013)
Context DNA DNA DNA DNA DNA
Technology PacBio or ONT PacBio PacBio or ONT PacBio or ONT PacBio
Main All-versus-all read Multiple dBGs built from Path search in dBG and k-mer based read Align long reads to
algorithmic overlap, filtering, overlapping window of multi-iterations. matching, pairwise  “backbone”  sequences,
idea alignment, DAG from long reads alignments, alignment between correction by iterative

the alignments,
weight path search.

highest consensus per window

matched reads, alignment-
based consensus calling

directed acyclic graph
consensus calling from

on trivial regions, local the multiple sequence
POG-based consensus  alignments.

calling on complicated

regions.

to correct the long reads. The error rate is around 4-6% for self-
correction algorithms, except for LORMA that reached 2.91%. A
detailed error-rate analysis will be carried in Section 2.4.

In terms of number of reads after the correction step, LORDEC,
Proovread/untrimmed, daccord/untrimmed, and pbdagcon returned
a number of reads similar to that of the uncorrected (raw) reads. All
other softwares split and/or discard reads, likely because full-length
error-correction was deemed impossible in some reads. PBcR and
LoRMA tend to split reads into two or more shorter reads during
the correction step, as they return ~2x more reads after correction
that are also shorter (mean length of respectively 776bp and 497bp,
versus 2011bp in raw reads) and overall have significantly less
bases in total (loss of respectively 298Mbp and 553Mbp). Canu
and MECAT mostly discarded reads (30-33%) resulting in 14-25%
less bases in total, with comparable mean length to other tools.
Apart from LoRDEC, Proovread/untrimmed, and daccord (trimmed
and untrimmed) for which only 85-94% of reads were mapped,
corrected reads from all the other tools were mapped at a rate

of 98.2-99.4%, showing a significant improvement over raw reads
(mapping rate of 83.5%).

Apart from Canu, tools with high mean read length (i.e.
LoRDEC, Proovread/untrimmed, daccord/untrimmed) showed the
lowest percentages of mapped reads, indicating that trimming,
splitting or discarding reads seems necessary in order to obtain
shorter but overall less error-prone reads. A similar conclusion can
be reached by comparing the results of trimmed and untrimmed
versions of the same tool: reads corrected with Proovread and
daccord in trimmed versions showed higher numbers of mapped
reads and bases, and lower per-base error rates. However trimmed
reads become 300-600 bases shorter on average, and around 2,000
genes are no longer detected. Therefore it is unclear whether
trimming should always be performed by error-correctors in a
transcriptomic context.

An important observation is that almost all tools, except for
LoRDEC and Proovread/untrimmed, lost at least 1,000 genes
after correction. Moreover, three of the tools that have the
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Table 3. Statistics of hybrid error correction tools on the 1D run RNA-seq dataset. To facilitate the readability of this table and the next ones, we
highlighted values that we deemed satisfactory in green colour, borderline in brown, and unsatisfactory in red, noting that such a classification is

somewhat arbitrary.

Raw LoRDEC NaS PBcR Proovread Proovread trimmed
nb of reads 741k 741k 619k 1321k 738k 626k
mapped reads  83.5% 85.5% 98.7% 99.2% 85.5% 98.9%
mean length 2011 2097 1931 776 2117 1796
nb of bases 1313M 1394M 1179M 1015M 1400M 1112M
mapped 89.0% 90.6% 97.5% 99.2% 92.4% 99.5%
bases®
per-base error  13.72% 4.50% 0.38% 0.67% 2.65% 0.33%
rate®
nb of detected 16.8k (33.9%) 16.8k (33.9%) 15.0k (30.2 15.6k (31.4%) 16.6k (33.4%) 14.6k (29.5%)
genes

@ As reported by AlignQC. Percentage of bases aligned among mapped reads, taken by counting the M parts of CIGAR strings in the BAM file. Bases in unmapped reads

are not counted.

bAs reported by AlignQC, using a sample of 1 million bases from aligned reads segments.

Table 4. Statistics of non-hybrid error correction tools on the 1D run RNA-seq dataset.

Raw Canu daccord daccord trimmed LoRMA MECAT pbdagcon
nb of reads 741k 519k 675k 840k 1540k 495k 778k
mapped reads  83.5% 99.1% 92.5% 94.0% 99.4% 99.4% 98.2%
mean length 2011 2193 2102 1476 497 1995 1473
nb of bases 1313M 1126M 1350M 1212M 760M 980M 1137M
mapped 89.0% 92.0% 92.5% 94.7% 99.2% 96.9% 97.0%
bases®
per-base error  13.72% 6.43% 5.20% 4.12% 291% 4.49% 5.65%
rate?
nb of detected  16.8k (33.9%) 12.4k (24.9%) 15.5k (31.3%) 13.9k (28.1%) 6.8k (13.7%) 10.4k (20.9%) 13.2k (26.5%)
genes

@ As reported by AlignQC. Percentage of bases aligned among mapped reads, taken by counting the M parts of CIGAR strings in the BAM file. Bases in unmapped reads are not

counted.

bAs reported by AlignQC, using a sample of 1 million bases from aligned reads segments.

highest number of detected genes (LoORDEC, Proovread/untrimmed,
daccord/untrimmed) also have the lowest percentage of mapped
reads, hinting that error correction might reduce gene diversity in
favor of lower error-rate. It is noteworthy that for some tools (e.g.
Canu, MECAT, LoRMA), the number of detected genes can drop by
26%-59% compared to the number of genes reported in raw reads.

Overall, no correction tool outperforms the others across all
metrics. We note that a reasonable balance appears to be achieved
by NaS and Proovread/trimmed, and that overall, hybrid correctors
tend to outperform self-correctors.

2.4 Detailed error-rate analysis

The high error-rate of transcriptome long reads significantly
complicates their primary analysis (Krizanovi¢ et al., 2018). While
Section 2.3 presented a general per-base error rate, this section
breaks down sequencing errors into several types and examines how
each error-correction tool deals with them. The data presented here
is a compilation of AlignQC results. Note that AlignQC computed
the following metrics only on reads that could be aligned, thus

unaligned reads are not counted, yet they may possibly be the most
erroneous ones. AlignQC also subsampled aligned reads to around
1 million number of bases to calculate the presented values.

2.4.1 Deletions are the most problematic sequencing errors
Table 5 shows the error rate in the raw reads and in the corrected
reads for each tool. In raw reads, deletions are the most prevalent
type of errors (7.4% of bases), closely followed by subsitutions
(5.1%), then insertions (1.2%). LoRDEC is the least capable of
correcting mismatches (2% of them remaining), even though it
is a hybrid tool. This is possibly related to the large amount
of uncorrected reads in its output, 90k reads out of 741k (12%,
as computed by exactly matching raw reads to corrected reads).
The other hybrid tools result in less than 1% of substitution
errors. Surprisingly, the non-hybrid tools also presented very low
mismatches rates: all of them showed rates lower than 1%, except
for Canu (1.33%) and daccord/untrimmed (1.1%). This suggests
that the rate of systematic substitution errors in ONT data is low,
as self-correctors were able to achieve results comparable to the
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Table 5. Error rate in the raw reads and in the corrected reads for each tool, on the 1D run RNA-seq dataset, computed from 1M random aligned bases.

Raw LoRDEC NaS PBcR Proovread Proovread Canu daccord  daccord LoRMA MECAT pbdagcon pbdagcon
trimmed trimmed trimmed
Error 13.72%  4.50% 0.38% 0.67% 2.65% 0.33% 6.43% 5.20% 4.12% 291% 4.49% 5.65% 5.71%
rate
Mismatch 5.11% 2.04% 0.20% 0.18% 0.93% 0.13% 1.33% 1.10% 0.67% 0.37% 0.35% 0.50% 0.49%
Deletion  7.40% 2.15% 0.09% 0.30% 1.51% 0.18% 4.82% 3.82% 3.27% 2.51% 4.08% 5.06% 5.17%
Insertion 1.20% 0.32% 0.08% 0.19% 0.22% 0.03% 0.28% 0.28% 0.19% 0.03% 0.06% 0.09% 0.05%

Table 6. Homopolymer error rate in the raw reads and in the corrected reads for each tool, on the 1D run RNA-seq dataset, computed from 1M random aligned bases.

Raw LoRDEC NaS PBcR Proovread Proovread Canu daccord  daccord LoRMA MECAT pbdagcon pbdagcon
trimmed trimmed trimmed
Homop.  2.96% 0.77% 0.02% 0.10% 0.46% 0.04% 2.46% 2.14% 2.05% 1.82% 2.05% 2.26% 2.26%
deletion
Homop.  0.38% 0.08% 0.01% 0.02% 0.06% 0.01% 0.08% 0.06% 0.03% 0.01% 0.01% 0.02% 0.01%
insertion

hybrid ones, even without access to Illumina reads. Still, the three
best performing tools were all hybrid (Proovread/trimmed, PBcR
and NaS), which should therefore be preferred for applications that
require very low mismatch rates.

The contrast between self and hybrid tools is more visible
on deletion errors. All hybrid tools outperformed the non-
hybrid ones. Although in the hybrid ones, LoRDEC (2.15%)
and Proovread/untrimmed (1.51%) still showed moderate rates of
deletions, NaS, Proovread/trimmed and PBcR were able to lower
the deletion error rate from 7.4% to less than 0.3%. All non-hybrid
tools presented a high rate (3% or more) of deletion errors, except
LoRMA (2.51%). This comparison suggests that ONT reads exhibit
systematic deletions, that cannot be corrected without the help of
Illumina data. The contribution of homopolymer errors will be
specifically analyzed in Section 2.4.2. Considering insertion errors,
all tools performed equally well. It is worth noting that more non-
hybrid tools (LoRMA, pbdagcon/untrimmed, pbdagcon/trimmed
and MECAT) achieved sub-0.1% insertions than hybrid tools (NaS
and Proovread/trimmed).

Overall, hybrid tools outperformed non-hybrid ones in terms of
error-rate reduction. However, the similar results obtained by both
types of tools when correcting mismatches and insertions, and the
contrast in correcting deletions, seem to indicate that the main
advantage of hybrid correctors over self-correctors is the removal
of systematic errors using Illumina data.

2.4.2  Homopolymer insertions are overall better corrected than
deletions In this section we further analyze homopolymers indels,
i.e. insertion or deletion errors consisting of a stretch of the same
nucleotide. Table 6 shows that homopolymer deletions are an
order of magnitude more abundant in raw reads than homopolymer
insertions. It is worth noting that, by comparing the values for the

raw reads in Tables 5 and 6, homopolymers are involved in 40% of
all deletions and 31% of all insertions.

A closer look at Table 6 reveals that hybrid error correctors
outperform non-hybrid ones, as expected, mainly as homopolymer
indels are likely systematic errors in ONT sequencing. Hybrid
correctors correct them using Illumina reads that do not contain
such biases. Moreover, all tools performed well on correcting
homopolymer insertions, reducing the rate from 0.38% to
less than 0.1%. In particular, the hybrid tools NaS and
Prooovread/trimmed, as well as the non-hybrid ones LoRMA,
MECAT and pbdagcon/trimmed reached 0.01% homopolymer
insertion error rate. Regarding homopolymer deletions, hybrid
tools return less than 0.5% of them, except LoRDEC (0.77%).
Non-hybrid tools performed more pooly, returning 1.8-2.4% of
homopolymers deletion errors — a small improvement over the raw
reads.

NaS and Proovread/trimmed showed the best reduction of
homopolymers indels. It is also worth noting that hybrid correctors
are able to correct homopolymer deletions even better than non-
homopolymer deletions. For instance the ratio of homopolymer
deletions over all deletions is 40% in raw reads, and decreases
for all hybrid correctors, dropping to 20.2% for NaS and
25.6% for Proovread/trimmed, but increases to at least 43.8%
(pbdagcon/trimmed) up to 72.6% (LoRMA) in non-hybrid tools (see
Supplementary Material Section S3).

2.5 Error-correction perturbs the number of reads
mapping to the genes and transcripts

Downstream RNA-sequencing analyses typically rely on the
number of reads mapping to each gene and transcript for
quantification, differential expression analysis, etc. In the rest of
the paper, we define the coverage of a gene or a transcript as the
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Fig. 1. Number of reads mapping to genes (C'¢y) before and after correction for each tool. The genes taken into account here were expressed in either the raw

dataset or after the correction by the given tool.

number of reads mapping to it. For short we will refer to those
coverages as C'¢ and C'r, respectively. In this section we investigate
if the process of error correction can perturb Cg and Cr, which in
turn would affect downstream analysis. Note that error correction
could potentially slightly increase coverage, as uncorrected reads
that were unmapped can become mappable after correction. Figure 1
shows the C'¢ before and after correction for each tool. PBcR is the
only hybrid corrector that significantly inflates Ci, probably due
to read splitting (see Section 2.3). Among self-correctors, LORMA
also inflates this value (also due to read splitting), while MECAT
presents the lowest correlation and a significant drop in Cz. Besides
these three tools, all the others present good correlation and the
expected slight increase in Cg due to better mapping. All tools
systematically presented a similar trend and lower correlation values
on Cr (see Supplementary Material Figure S1), in comparison to
Ce¢. This is expected, as it is harder for a tool to correct a read into
its true isoform than into its true gene. The behaviour of the tools in
the isoform level are in coherence with their behaviour in the gene
level (Cg): PBcR and LoRMA inflates C'; MECAT deflates; and
all the others present a slight increase.

2.6 Error-correction perturbs gene family sizes

Tables 3 and 4 indicate that error correction results in a lower
number of detected genes. In this section we explore the impact
of error-correction on paralogous genes. By paralogous gene
family, we denote a set of paralogs computed from Ensembl (see
Section 4.3). Figure 2 represents the changes in sizes of paralogous
gene families before and after correction for each tool, in terms
of number of genes expressed within a given family. Overall,
error-correctors do not strictly preserve the sizes of gene families.
Correction more often shrinks families of paralogous genes than
it expands them, likely due to erroneous correction in locations
that are different between paralogs. In summary, 36-86% of gene
families are kept of the same size by correctors, 1-12% are expanded
and 6-61% are shrunk. Supplementary Material Figure S2 shows the
magnitude of expansion/shrinkage for each gene family.

2.7 Error-correction perturbs isoform diversity

We further investigated whether error-correction introduces a bias
towards the major isoform of each gene. Note that AlignQC does
not directly address this question. To answer it, we computed the
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Fig. 3. Histogram of genes having more or less isoforms after error-correction.

following metrics: number of isoforms detected in each gene before
and after correction by alignment of reads to genes, coverage of lost
isoforms in genes having at least 2 expressed isoforms, and coverage
of the major isoform before and after correction.

2.7.1 The number of isoforms varies before and after correction
Figure 3 shows the number of genes that have the same number of
isoforms after correction, or a different number of isoforms (-3, -2,
-1, +1, +2, +3). In this Figure, only the genes that are expressed
in both the raw and the corrected reads (for each tool) are taken
into consideration. The negative (resp. positive) values indicate that
isoforms were lost (resp. gained). We observe that a considerable
number of genes (1k-3k) lose at least one isoform in all tools,
which suggests that current methods reduce isoform diversity during
correction. NaS and MECAT tend to lose isoforms the most, and
PBcR identifies the highest number of new isoforms after correction.
It is however unclear whether these lost and new isoforms are real
(present in the sample) or due to mapping ambiguity. For instance,
PBcR splits corrected reads into shorter sequences that may map
better to other isoforms.

Overall, the number of isoforms is mostly unchanged in
daccord/untrimmed, LoRDEC and Proovread/untrimmed. We
observe that, counter-intuitively, trimming has a slight effect on the
number of detected isoforms for Proovread and daccord but not for
pbdagcon.

2.7.2  Multi-isoform genes tend to lose lowly-expressed isoforms
after correction Figure 4 explores the relative coverage of
isoforms that were possibly lost after correction, in genes having
two or more expressed isoforms. The relative coverage of a
transcript is the number of raw reads mapping to it over the number
of raw reads mapping to its gene in total. Only the genes that are
expressed in both the raw and the error-corrected reads (for each
tool) are taken into consideration here. We anticipated that raw
reads that map to a minor isoform are typically either discarded
by the corrector, or modified in such a way that they now map to
a different isoform, possibly the major one. The effect is indeed
relatively similar across all correctors, except for MECAT that tends
to remove a higher fraction of minor isoforms, and LoRDEC that
tends to be the most conservative. This result suggests that current
error-correction tool overall do not conservatively handle reads that
belong to low-expression isoforms.

2.7.3  Coverage of the major isoform before and after correction
To follow-up on the previous subsection, we investigate whether
the coverage of the major isoform, ie. the isoform with the
highest expression in the raw dataset, increased after correction.
In Figure 5, We observe that the coverage of the major isoform
generally slightly increases after correction, except for MECAT,
where its coverage decreases, likely due to a feature of MECAT’s
own correction algorithm. This indicates that error-correction tools
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Fig. 4. Histogram of isoforms that are lost after correction, in relation to their relative transcript coverage, in genes that have 2 or more isoforms. The y axis
reflects the percentage of isoforms lost in each bin. Absolute values can be found in the Supplementary Material Figure S3.

tend to correct reads towards the major isoform, but the effect is
not pronounced. This is expected as the sum of expression of minor
isoforms is, by nature, a small fraction of the total gene expression.
Apart from LoRMA, MECAT and PBcR, where the correlations
of the major isoform coverages are spurious (7> | 0.77), other
correctors tend to preserve this coverage after correction (72=0.90-
0.96), with LoRDEC and Canu showing the highest correlations
(96%). It is noteworthy that correction biases with respect to the
major isoform do not appear to be specific to self correctors nor
to hybrid correctors, but an effect that happens in both types of
correctors.

2.7.4  Correction towards the major isoform is more prevalent
when the alternative exon is small In order to observe if particular
features of alternative splicing have an impact on error-correction
methods, we designed a simulation over two controlled parameters:
skipped exon length and isoform relative expression ratio. Using
a single gene, we created a mixture of two simulated alternative
transcripts: one constitutive, one exon-skipping. Several simulated
read datasets were created with various relative abundances between
major and minor isoform (in order to model a local differential in
splicing isoform expression), and sizes of the skipped exon. Due to
the artificial nature and small size of the datasets, many of the error-
correction methods could not be run. We thus tested these scenarii
on a subset of the correction methods.

In Figure 6, we distinguish results from hybrid and self-
correctors, presented with respectively 100x coverage of short
reads and 100x coverage of long reads, and only 100x coverage
of long reads. Results on more shallow coverage (10x) and
impact of simulation parameters on corrected reads sizes are
presented in Supplementary Material Sections S7 and S8. Overall,
hybrid correctors are less impacted by isoform collapsing than
self-correctors. LoRDEC shows the best capacity to preserve
isoforms in presence of alternatively skipped exons. However
with less coverage, e.g. due to low-expressed genes and rare
transcripts, all tools tend to mis-estimate the expression of isoforms
(see Supplementary Material). Self-correctors generally have a
minimum coverage threshold (only daccord could be run on the
10x coverage dataset of long reads, with rather erratic results,
see Supplementary Material). Even with higher coverage, not

all correctors achieve to correct this simple instance. Among all
correctors, only LoORDEC seems to report the expected number of
each isoforms consistently in all scenarios. We could not derive
any clear trend concerning the relative isoform ratios, even if the
90% ratio seems to be in favor of overcorrection towards the major
isoform. Skipped exon length seems to impact both hybrid and self
correctors, small exons being a harder challenge for correctors.

2.8 Error-correction affects splice site detection

The identification of splice sites from RNA-seq data is an important
but challenging task (Kaisers ef al., 2017). When mapping reads
to a (possibly annotated) reference genome, mapping algorithms
typically guide spliced alignments using either a custom scoring
function that takes into account common splices sites patterns (e.g.
GT-AG), and/or a database of known junctions. With long reads,
the high error rate make precise splice site detection even more
challenging, as indels (see Section 2.4) confuse aligners, shifting
predicted spliced alignments away from true splice sites.

In this section, we evaluate how well splice sites are detected
before and after error-correction. Figure 7 shows the number
of correctly and incorrectly mapped splice sites for the raw and
corrected reads, as computed by AlignQC. One would expect that
a splice site is correctly detected when little to no errors are present
in reads mapping around it. Thus, as expected, the hybrid error
correction tools present a clear advantage over the non-hybrid ones,
as they better decrease the per-base error rate. In the uncorrected
reads, 27% of the splice sites were incorrectly mapped, which is
brought down to between 0.28% (Proovread/trimmed) and 2.43%
(LoRDEC) with hybrid correction tools. Among non-hybrid tools,
LoRMA presented the lowest proportion of incorrectly detected
splice sites (3.04%), however it detects 3.5-7x less splice sites
(280k) than the other tools (which detect around 1-2 million splice
sites). The other non-hybrid tools incorrectly detected splice sites
at a rate between 5.61% (daccord/trimmed) and 11.95% (Canu). A
detailed analysis of the incorrectly mapped splice sites can be found
in the Supplementary Material Section S9.
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Fig. 5. Coverage of the major isoform of each gene before and after error-correction. The x-axis reflects the number of reads mapping to the major isoform of

a gene before correction, and the y-axis is after correction.

2.9 Running time and memory usage of
error-correction tools

Table 7 shows the running time and memory usage of all evaluated
tools, measured using GNU time. The running time shown is the
elapsed wall clock time (in hours) and the memory usage is the
maximum resident set size (in gigabytes). All tools were ran with
32 threads. Overall, all tools were able to correct the dataset within
0.3-7 hours except for PBcR, NaS and Proovread, which took 63-
116 hours, but also achieved the three lowest post-correction error
rates in Table 3. In terms of memory usage, all tools required
less than 10 GB of memory except PBcR, proovread and LoORMA,
which required 53-166 GB. It is worth noting, however, that hybrid
error correctors have to process massive Illumina datasets, which
contributes to them taking higher CPU and memory usage for
correction.

3 DISCUSSION

This work shed light on the versatility of long-read DNA error-
correction methods, which can be successfully applied to error-
correction of RNA-sequencing data as well. In our tests, error rates
can be reduced from 13.7% in the original reads down to as low
as 0.3% in the corrected reads. This is perhaps an unsurprising
realization as the error-correction of RNA-sequencing data presents
similarities with DNA-sequencing data, however this comes with
a collection of caveats that we described in the Results section.
Most importantly, the number of genes detected by alignment of
corrected reads to the genome was reduced significantly by most
error-correction methods. Furthermore, depending on the method,
error-correction results have a more or less pronounced bias towards
correction to the major isoform for each gene, jointly with a loss
of the most lowly-expressed isoforms. We provided a software
that enables automatic benchmarking of long-read RNA-sequencing
error-correction software, in the hope that future error-correction
methods will take advantage of it to avoid biases.

The summary statistics of error-corrected data (number of
corrected reads, mean length, percentage of mapped reads, per-base
error rate, number of detected genes) reveal that no tool outperforms
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Fig. 6. Mapping of simulated raw and error-corrected reads to two simulated isoforms, and measurements of the percentage of reads mapping to the major
isoform. The two isoforms represent an alternatively skipped exon of variable size: 10 bp, 50 bp, 100bp. Left: isoform structure conservation using 100X short
reads coverage and 10X long reads, using three error-correction programs, one per row: LoRDEC, PBcR, proovread. Right: same with three self-correctors
and 100X long reads: daccord, LORMA and pbdagcon. Columns are alternative exon sizes. Bars are plots for each isoform ratio (50%; 75% and 90%) on the
x-axis. On the y-axis, the closer a bar is to its corresponding ratio value on the x, the better. For instance, the bottom left light blue bar corresponds to a 50%
isoform ratio with an exon of size 10, and we do not retrieve a 50% ratio after correction with Proovread (the bar does not go up to 50% on the vertical axis,
but around 75% instead). The same layout applies to the right plot, where self-correctors are presented.
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Fig. 7. Statistics on the correctly and incorrectly mapped splice sites (abbreviated SSs) for the uncorrected (raw) and corrected reads.

the others across all metrics, yet a reasonable balance is achieved
by NaS and Proovread/trimmed, and that hybrid correction tools
generally outperformed the self-correctors.

Detailed error-rate analysis showed that while hybrid correctors
have lower error rates than self-correcters, the latter achieved
comparable performance to the former in correcting substitutions
and insertions. Deletions appear to be caused by systematic
sequencing errors, making them fundamentally hard (or even

impossible) to address in a self-correction setting. Moreover PBcR,
NaS, and Proovread are the most resource-intensive error-correction
tools, but also are the only correctors able to reduce base error rate
below 0.7%.
We note that LORDEC, PBcR, Proovread/untrimmed, daccord/untrimmed,

and to a lower extent NaS, were able to preserve the number
of detected genes better than other correctors. Among those,
LoRDEC, Proovread/untrimmed and daccord/untrimmed appear to

10
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Table 7. Running time and memory usage of error-correction tools on the 1D run RNA-seq dataset

LoRDEC  NaS! PBcR? Proovread  Canu daccord?® daccord LoRMA*  MECAT pbdagcon®  pbdagcon®
trimmed? trimmed
Running  2.4h 63.2h 116h 107.1h 0.7h 6.9h 6.6h 3.4h 0.3h 5.7h 5.6h
time (7.4h) (7.1h) (6.2h) (6.1h)
Memory 5.6GB 3GB 166.5GB 53.6GB 2.2GB 6.9GB 6.8GB 79GB 9.9GB 6.4GB 6.4GB
usage (27.2GB)  (27.2GB) (27.2GB)  (27.2GB)

1 Na$S was ran in batches on a different system (TGCC cluster) than other tools; total running time was estimated based on subset of batches.

2PBcR was ran on a machine different from the others.

3daccord and pbdagcon need DAZZ DB and DALIGNER to be ran before performing their correction. DAZZ DB execution time and memory usage was disregarded due to being
negligible. DALIGNER, however, took 0.5h and 27.2Gb of RAM. The runtime in parenthesis denotes the runtime of the tool + DALIGNER. The memory usage in parenthesis denotes

the maximum memory usage between the tool and DALIGNER.

4LoRMA was using more than its allocated 32 cores in some (short) periods of time during the run.

also better preserve the number of detected isoforms better than
other correctors. All tools tend to lose lowly-expressed isoforms
after correction. This is expected, as these tools were mainly tailored
to process DNA data where heterogeneous coverage is not expected.
Furthermore, hybrid correctors outperformed self-correctors in the
correction of errors near splice site junctions.

As a result, we conclude that no evaluated corrector is the
most suited in all situations, and the choice should be guided
by the downstream analysis. For quantification, we have shown
that error-correction introduces undesirable coverage biases, as per
Section 2.5, therefore we would recommend avoiding this step
altogether. For isoform detection, LORDEC, Proovread/untrimmed
(hybrid) and daccord/untrimmed (non-hybrid) appear to be the
methods of choice as they result in the the highest number of
detected genes in Tables 3 and 4 and also preserve the number
of detected isoforms as per Section 2.7. For splice site detection,
we recommend using hybrid correctors, preferably NaS, PBcR or
Proovread, as per Section 2.8. The same three tools (however,
Proovread should be in trimmed mode) are also recommended if
downstream analyses require very low general error rate. Finally
for all other applications, NaS and Proovread/trimmed achieve a
reasonable balance across all metrics.

In our analysis, we used a single mapping software (GMAP) to

In the evaluation of tools, we did not record the disk space used
by each method, yet we note that it may be a critical factor for some
tools (e.g. Canu) on larger datasets. We note also that genes that have
low Illumina coverage are unlikely to be well corrected by hybrid
correctors. Therefore our comparison does not take into account
differences in coverage biases between Illumina and Nanopore
data, which may benefit self-correctors. Finally, transcript and gene
coverages are derived from the number of long reads aligning to a
certain gene/transcript. This method enables to directly relate the
results of error-correction to transcript/gene counts, but we note that
in current RNA-seq analysis protocols, transcript/gene expression is
still generally evaluated using short reads.

4 METHODS

4.1 Nanopore library preparation and sequencing

RNA MinlION sequencing cDNA were prepared from 4 aliquots (250ng
each) of mouse commercial total RNA (brain, Clontech, Cat# 636601),
according to the Oxford Nanopore Technologies (Oxford Nanopore
Technologies Ltd, Oxford, UK) protocol ”1D c¢cDNA by ligation (SQK-
LSK108)”. The data generated by MinlON software (MinKNOW 1.1.21,
Metrichor 2.43.1) were stored and organized using a Hierarchical Data

align raw and error-corrected reads, as in previous benchmarks (WeirathefFormat. FASTA reads were extracted from MinION HDF files using

et al., 2017; Krizanovi¢ et al., 2018). We note that other long-read
mapping software have since been published, e.g. minimap2 (Li,
2018), which may increase the percentage of mapped read across
all methods.

Furthermore, we only focused our evaluation on a single data
type: 1D cDNA Nanopore data, using Illumina data for hybrid
correction. While it would be natural to also evaluate PacBio data,
we note that data from the PacBio Iso-Seq protocol is of different
nature as the reads are pre-corrected by circular consensus.

As a side note, AlignQC reports that raw reads contained 1% of
chimeric reads, i.e. either portions of reads that align to different
loci, or to overlapping loci. The number of chimeric reads after
error-correction remains in the 0.7%-1.3% range except for PBcR
(0.1%), Proovread/trimmed (0.1%), MECAT (0.1%) and LoRMA
(0.04%), which either correctly split reads or discarded chimeric
ones.

poretools (Loman and Quinlan, 2014).

4.2 TIllumina library preparation and sequencing

RNA-Seq library preparations were carried out from 500 ng total RNA
using the TruSeq Stranded mRNA kit (Illumina, San Diego, CA, USA),
which allows mRNA strand orientation (sequence reads occur in the same
orientation as anti-sense RNA). After quantification by qPCR, each library
was sequenced using 151 bp paired end reads chemistry on a HiSeq4000
Tllumina sequencer. Reads were filtered in silico to remove mtRNA and
rRNA using BLAT and est2genome.

4.3 Reference-based evaluation of long read error
correction

A tool coined LR_EC_analyser, available at https://gitlab.com/
leoisl/LR_EC_analyser, was developed using the Python language
to analyze the output of long reads error correctors. The required
arguments are the BAM files of the raw and corrected reads aligned
to a reference annotated genome, as well as the reference genome in
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Fasta file format and the reference annotation in GTF file format. A file
specifying the paralogous gene families can also be provided if plots on
gene families should be created. The main processing involves running
the AlignQC software (Weirather et al., 2017) (https://github.com/
jason-weirather/AlignQC) on the input BAMs and parsing its
output to create custom plots. It then aggregates information into a HTML
report. For example, Tables 3 — 6 are compilations from AlignQC results,
as well as Figure 7. Figures 1 — 5 were created processing text files built
by AlignQC called "Raw data” in their output. In addition, an in-depth gene
and transcript analysis can be performed using the IGV.js library (https:
//github.com/igvteam/igv. js). In this paper, we did not include
all plots and tables created by the tool. To visualise the full latest reports, visit
https://leoisl.gitlab.io/LR_EC_analyser_support/ .
More specifically, in this work we aligned the raw and corrected reads
to the Ensembl r87 Mus Musculus unmasked reference genome using the
GMAP software (version 2017-05-08 with parameters -n 10) (Wu and
Watanabe, 2005). The GMAP parameters map those from the original
AlignQC publication (Weirather et al., 2015). Gene families were computed
by selecting all paralogs from Ensembl r87 mouse genes with 80%+ identity.
Note that paralogs from the same family may have significantly different
lengths, and no threshold was applied with respect to coverage. The complete
selection procedure is reported here: https://gitlab.com/leoisl/
LR_EC_analyser/blob/master/GettingParalogs.txt.

4.4 Simulation framework for biases evaluation

In the simulation framework of Section 2.7.4, exons length and number were
chosen according to resemble what is reported in eukaryotes (Sakharkar
et al., 2004) (8 exons, 200 nucleotides). A skipped exon, whose size can
vary, was introduced in the middle of the inclusion isoform. Skipped exon
can have a size of 10, 50 or 100 nt. We also allowed the ratio of minor/major
isoforms (M /m) to vary. For a coverage of C and a ratio M /m, the number
of reads coming from the major isoform is M C and the number of minor
isoform reads is mC'. We chose relative abundances ratios for the inclusion
isoform as such: 90/10, 75/25 and 50/50. All reads are supposed to
represent the full-length isoform. Finally for hybrid correction input, short
reads of length 150 were simulated along each isoform, with 10X and 100X
coverage.

During the simulation, we produced two versions of each read. The
reference read is the read that represents exactly its isoform, without errors.
The uncorrected read is the one in which we introduced errors. We used
an error rate and profile that mimics observed R9.4 errors in ONT reads
(total error rate of ~13%, broken down as ~5% of substitutions, ~1% of
insertions and ~7% of deletions). After each corrector was applied to the
read set, we obtained a triplet (reference, uncorrected, corrected) read that
we used to assess the quality of the correction under several criteria.

‘We mapped the corrected reads on both exclusion and inclusion reference
sequences using a fast Smith-Waterman implementation (Zhao et al., 2013),
from which we obtained a SAM file. It is expected that exclusion corrected
reads will map on exclusion reference with no gaps, and that a deletion of
the size of the skipped exon will be reported when mapping them to the
inclusion. For each read, if it could be aligned to one of the two reference
sequences in one block (according to the CIGAR), then we assigned it to
to this reference. If more blocks were needed, we assigned the read to the
reference sequence with which the cumulative length of gaps is the loweest.
We also reported the ratio between corrected reads size of each isoform kind
and the real expected size of each reference isoform.

KEY POINTS

e [ong-read transcriptome sequencing is hindered by high error
rates that affect analyses such as the identification of isoforms,
exon boundaries, open reading frames, and the creation of gene
catalogues.

e This review evaluates the extent to which existing long-read
DNA error correction methods are capable of correcting cDNA
Nanopore reads.

e Existing tools significantly lower the error rate, but they also
significantly perturb gene family sizes and isoform diversity.
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1 Introduction and background

Alternative splicing (AS) is an essential process in eukaryotic organisms, as evidenced by 90%
of human multi-exonic genes undergoing it [31,49]. The study of AS can help to understand the
transcriptome diversity expressed in a given set of cells in a particular condition, helping on the
comprehension of diseases, development stages, stress-response mechanisms, etc. Despite its impor-
tance, AS remains underestimated, even in model species [49,43].

The most commonly used technique to study transcriptomes, and consequently AS, is through
RNA sequencing. Many tools were developed to process RNA-seq reads when a reference genome
or transcriptome is available. As examples, we can cite: i) splice-aware mappers [6,50,19,25,8,20];
ii) reference-based assemblers [47,45,15,36]; iii) reference-based algorithms to estimate expression
levels [38,22,33,5,32].

The context this work is inserted in, however, concerns non-model species, where reference
genomes or transcriptomes are not available. In this case, most de novo pipelines try to identify and
quantify full-length isoforms by assembling RNA-seq reads, such as Oases [44], SOAPdenovo-Trans
[51], Trans-ABySS [39] and Trinity [13]. The main advantages of de novo methods over reference-
based methods are: i) they do not require any read-reference alignments and can therefore be applied
when the genomic sequence is not available, is gapped, highly fragmented or substantially altered,
as in cancer cells [13]; ii) they enable to discover transcripts that are missing or incomplete in the
reference [16]. Their disadvantages include: i) the assembly of short reads is itself difficult, and only
the most abundant transcripts are likely to be fully assembled [16]; ii) reconstruction heuristics
are usually employed, which may lead to missing infrequent alternative transcripts while highly
similar transcripts are likely to be assembled into a single transcript [29,27]; iii) they require more
computational power than reference-based strategies.

As described, assembling full-length transcripts from short reads without a reference genome is
challenging. Indeed, when the sequenced reads are short, and two transcripts have similar expression
levels with a long enough constitutive region (longer than the fragments’ length) flanked by two
variable regions, the reads do not provide enough information to phase the two variable regions
reliably, and any choice could be arguable. A recent solution to this problem was conceived due to
advances in the sequencing technology. Such advances resulted in the maturity of third generation
sequencers, e.g. PacBio and Oxford Nanopore, capable of sequencing long reads. In the RNA context,
these technologies are being increasingly used as they better describe exon/intron combinations,
and frequently sequence full-length transcripts, thus usually eliminating the assembly step and its
related problems.

However, in many applications, the focus can be restricted to the exon level. Identifying which
exons can be alternatively spliced is already very valuable. It has been shown that local assem-
bly of AS events is more sensitive and precise than global assembly strategies from short read

* Authors list is provisional and is subject to modifications before the submission of this work.



data [43,27,4], due to the fact that assembling only the local variations between mRNAs is eas-
ier than assembling full-length transcripts, which requires discriminating very similar expressed
transcripts, due to AS and expression of paralogous genes.

Therefore, we can say that long reads enable the study of full-length transcripts, while short
reads are more appropriate for local assembly approaches. Indeed, long reads could also be used
to study local events, like AS. However, there are two main issues with this approach. The first
is that the cost of sequencing a long read is orders of magnitude higher than sequencing a short
read. As such, usually just a fraction of the transcriptome, mostly the highly expressed isoforms,
are covered by long reads. Nevertheless, a comprehensive AS study requires a deep sequencing
in order to capture non-highly expressed mRNAs, and to correctly quantify all identified events.
Short-read sequencing can dig deeper in the transcriptome, describing AS events not present in
the long reads. The shallowness of long reads sequencing can be alleviated through special library
preparations, such as normalization of the RNA libraries, to reduce over-represented transcripts [21].
Moreover, degradation of mRNA targets selected to be sequenced can be eliminated through 5-cap
selection, thus guaranteeing the sequencing of full-length mRNAs. Such techniques might decrease
the throughput, but will better describe the transcriptome diversity in a set of cells. Even so, short
reads are still able to dig deeper in the transcriptome. The second issue with using long reads to
study AS is that third generation sequencing is currently hindered by high error rates that affect the
identification of isoforms, exon boundaries, open reading frames, and the creation of gene catalogues.
Although error-correction in long RNA-seq datasets is possible with correction algorithms tailored
for the genomic context, such methods usually tend to truncate the transcriptome, an undesirable
side effect [26]. However, accurate long reads can still be obtained natively, mainly through Pacific
Biosciences (PacBio) SMRT Iso-Seq sequencing [38]. An alternative to Iso-seq data is to employ
circular sequencing techniques for Nanopore, such as INC-Seq [23].

Although long-read sequencing is currently shallow and not as comprehensive as short-read
sequencing to describe AS events, they are able to describe the complete structure of mRNAs,
which is hard or impossible, in some cases, with short reads. The full-length sequencing of a given
transcript provides a backbone or a guide to assemble AS events around the transcript. In this
work, we therefore explore a hybrid AS assembly method, which makes use of both short and long
reads, in order to list AS events in a comprehensive manner, thanks to short reads, guided by the
full-length context provided by the long reads. Hybrid assembly of both types of RNA-seq reads in
a de novo context has already been explored. Trinity [13] v2.0.2 release onwards improves the last
step of assembly, the Butterfly algorithm, to better integrate long read support and to improve on
the assembly of complex isoforms, particularly those containing internally repetitive sequences [14].
IDP-denovo [12] first assembles short reads into short-reads scaffolds (SR-scaffolds) through existing
de novo assemblers of short read data only, then align long reads to SR-scaffolds to extend and fill
potential gaps between the latter. Unaligned long reads are not discarded, but grouped into gene
clusters. The extended SR-scaffolds and the gene clusters are used to create a pseudo-reference of
exonic regions, i.e. a reference containing only the expressed regions for each gene, allowing the
identification of alternative exon usage and splice sites. Finally, isoform abundance estimation is
performed using IDP [2]. However, as previously shown in [43,27,4], the local assembly of AS events
is more sensitive and precise than full-length transcriptome assembly strategies, when the input is
only short reads. Therefore, we expect that this remains true also in the hybrid assembly scenario.
By focusing on the specific goal of assembling only AS events, and not full-length transcripts, we
predict that the method here described will be faster, more sensitive and precise than methods that
focus on the hybrid global assembly of short and long RNA-seq reads, such as Trinity and IDP.



2 Methods

Our method receives as input shallow long reads, and deep short reads (both in Fasta or Fastq
formats), and outputs local alternative splicing events that are described in the short reads, but not
in the long reads, in Fasta format. It is composed by four main steps: 1) hybrid DBG construction;
2) exact mapping of long reads to the hybrid DBG; 3) Unitig Linking Graph construction; 4)
alternative splicing events enumeration. The next sections explain each step in detail. We start
however by providing some basic definitions.

2.1 Basic definitions

The next sections use the following basic definitions. Given a graph G, and a vertex v € G, the
out-neighbours (in-neighbours) of v in G are denoted by N (v) (N (v)). We shall usually simplify
all the notations by omitting the graph argument, when this is clear from the context. As such, the
previous notations can be simplified to N*(v) and N~ (v). In a DBG G built with a given value of &,
the k-mer represented by the vertex v € G is denoted by kmer(v). The abundance of a vertex v € G,
denoted by a(v), is the number of times kmer(v) appears in the reads datasets used to build G. The
relative out-abundance (in-abundance) of an arc e = (s,t) € G is ra™(e) = a(t)/ 2 ven+(s) (V)
(re=(e) = a(t)/ Xpen- ) a(v)). A compressed de Bruijn graph (cDBG) C'is obtained from a DBG
G by replacing all the linear paths p in G by a vertex u such that the sequence associated to u
(denoted by seq(u)) in C is the sequence spelled by p in G. The vertices of C are called unitigs. The
size of a unitig u, denoted by |u|, equals the size of seq(u). Observe that G and C' encode the same
information, but in practice the latter can be more efficiently stored in memory and algorithms
usually run faster. A walk w = v1,v9, ..., v of k vertices in a graph G is a sequence of vertices of G
such that (v;,v;+1) € G for 1 <i <k — 1. A path is a walk with no repeated vertices.

2.2 Hybrid DBG construction

We now detail how we build a hybrid bicoloured DBG from both the short and long reads. We start
by building a DBG Gg from the deep short reads. We assume that these reads contain few errors,
e.g. 0.1%, which is common in the Illumina technology, the most used second-generation sequencer.
We deal with sequencing errors by using two cut-offs. As commonly done in genomics, we first
remove from the graph the non-solid k-mers. Solid k-mers are the vertices v € Ggla(v) > amin,
where i is the minimum abundance solidity threshold (parameter -min_abundance, defaulting
to 2), representing a counting floor for the k-mers that are believed to be correctly sequenced (i.e.
does not include a sequencing error). The second cut-off is a relative one, which is commonly applied
in tools processing second generation RNA-seq reads, such as Trinity [13] and KisSplice [43]. The
objective of the relative cut-off is to remove errors in highly-expressed transcripts. We do so by
detecting and removing the arcs e € Gglra™(e) < ramin or ra™(e) < Tamin, Where ra,;, is the
minimum relative abundance threshold (parameter -rel_cutoff, defaulting to 0.02). By default,
we apply low values for both cutoffs so that we do not miss infrequent isoforms.

Next, we build the DBG G, from the long reads. However, we do not perform any sequencing
error removal procedures on Gp. The main reason is that the sequencing is much more shallow,
and applying the same cutoffs as in short reads would result in losing out many reads (i.e. many
transcripts are supported by only one read). Our method is primarily designed for perfect long



reads. We discuss later how sequencing errors in long reads are expected to affect the performance
of the method.

Finally, we build a hybrid DBG G in which we merge both graphs Gg and G,. To do so, we first
retrieve the unitigs of Gg and G, and then we build G by using such unitigs as input. Moreover, we
colour each vertex v € GG with the colour red, if it stems from the short reads, blue if it stems from
the transcripts, or purple if it stems from both datasets. Finally, in order to be computationally
efficient in the downstream steps, we compress the DBG G into the cDBG C' by replacing its linear
paths by unitigs. During this compression, we also associate each k-mer of GG to the unitig it belongs
to in C, using a vector kmer2Unitig (more specifically, we associate each k-mer identifier to a unitig
identifier). This will allow us to map a sequence to C' efficiently in the next two steps.

We observe that if there are too many sequencing errors in the long reads, i.e. one at every k
bases, both graphs Gs and G will hardly have common regions, and thus the merging of these
graphs will not be appropriate. Therefore, our method works optimally for error-free long reads.
Moreover, it is assumed to work partially (to be demonstrated) when the error rate is below 1 error
every k bases, which can obtained using PacBio SMRT Iso-Seq sequencing [38], or Nanopore INC-
Seq sequencing [23], or through error-correction algorithms [26]. In any case, the high-error-rate
issue of long reads is being actively addressed by the community, through error-correction methods,
special library preparation protocols, and advances in the sequencing technology. The expectation
is thus that the long reads error rate will decrease significantly in the short future, while Illumina
sequencing will continue to improve on reducing the per read cost to remain competitive. This is
the situation in which this method performs appropriately.

In our implementation, all the aforementioned graphs are built using the GATB library [9].

2.3 Exact mapping of long reads to the hybrid DBG

For each long read [ given as input, we map [ to C' by retrieving a walk w(l) € C spelling out
l. To do so efficiently, we use the implementation of a minimum perfect hash function (MPHF)
on the set of k-mers [28] used to build C. The MPHF allows to retrieve the identifier of a given
k-mer in constant time in most cases'. As such, to map a long read I, we iterate through each
k-mer of [, querying its identifier using the MPHF, and associating the k-mer identifier to its unitig
identifier using the vector kmer2Unitig (in constant time). As we have O(|l|) k-mers in [, this
procedures takes expected O(|l|) time. We note here that, since we assume that the input long
reads are accurate, and thus no sequencing-error-removal procedure was applied when building
G, we do not need to take into account inexact mappings: there will always exist a walk w € C
spelling out each long read. If few sequencing errors are indeed present in long reads, they will be
interpreted as small variations (e.g. SNPs or indels), or will eventually be simplified in the next
step. However, the vector kmer2Unitig can lead to heavy memory usage. It is possible to store it
more compactly by associating just a sample of the k-mers in each unitig. If such k-mers are spaced
by a constant distance, we have a multiplicative reduction in memory consumption, while keeping
the same asymptotic time for mapping. This simple idea is based on the sampling of suffix array
positions in the FM-index [10], and is also already implemented in the sparse Pufferfish index [1].
For now, our method still lacks the implementation of this feature.

! The query time of the MPHF described by Limasset et al. in [28] can deteriorate to the query time of
classical hash tables, in the worst case, but this is extremely rare to happen in practice.



2.4 Unitig Linking Graph construction

The Unitig Linking Graph (ULG) is an abstraction of the ¢cDBG, which removes the complex
parts of the graph, and connects the remaining parts using the read information, adding the range
information given by single-end reads back to the graph, which was lost when cutting the reads into
k-mers. The most complex parts of the graph are often associated to high-copy-number and low-
divergence repeats (i.e. repeats that are present in many copies with very high similarity between
them), which cannot be easily processed by an assembly algorithm(see Figure 1).

The main goal of the ULG is to solve repeats larger than k, but shorter than the reads’ length.
Longer repeats cannot be reliably solved using second generation data, since the read length is not
enough to span such repeats. Observe that since our goal is to find alternative paths that are not
contained in the long reads, we cannot use the long-range information given by long reads to solve
the repeats present in short-read data only.

The ULG shares similarities with several approaches that were conceived to add the read infor-
mation back to the DBG in a reference-free context. The first approaches to do so were based on
using multiple values of k to build a DBG, instead of only one [35,34,3,30,24]. A general framework
for methods based on this strategy is to build contigs using increasing values of k, and to combine
the produced contigs into one final assembly. The inputs to these DBG constructions with different
values of k can be the raw reads, the contigs built with k' < k or a mixture of both. As k increases,
more read information is integrated into the assembled contigs. More recently, some studies encode
the read information directly into the graph, e.g. [17,41,48]. The main difference between the ULG
and these approaches is that the ULG removes the complex, highly branching parts of the graph,
and connects only the well-assembled unitigs through the read information, while the others work
on the whole graph. As such, the ULG is less general than the aforementioned approaches, and it
is also not an option when its application cannot afford the removal of such complex regions, such
as genomic variant calling in population graphs [48]. On the other hand, it can simplify the down-
stream assembly process, and translate into faster methods, as it is built directly upon a simplified
cDBG, and not on the full DBG.

The ULG U is built from a ¢cDBG C. Figure 2 exemplifies this process. The vertices in U
are the unitigs that are considered trustful. Trustful unitigs are long-enough unitigs so that we
can consider them well assembled. It also means that they have a low branching concentration, as
branches in DBGs split linear paths, thus creating smaller unitigs. The algorithmic choice of trusting
longer unitigs is in accordance to Lima et al. in [27], who show that regions with high branching
concentration in DBGs are related to repeats, and processing them can lead to spurious assemblies.
A strategy to avoid traversing and assembling such regions is to simply use only the long-enough
unitigs. Formally, a unitig u is trustful if u satisfies one of the following conditions: a) u is red and
|u| > k + min,eq or b) u is purple or blue and |u| > k + minyye, where min,.q is the minimum
size of a red unitig to be considered trustful (parameter minSizeRedUnitigs, defaulting to 15)
and minpye is the minimum size of a purple or blue unitig to be considered trustful (parameter
minSizeBlueUnitigs, defaulting to 5). In Figure 2(a), we highlight the trustful and non-trustful
unitigs in a cDBG.

Removing the non-trustful unitigs and keeping only the trustful ones will substantially discon-
nect the graph, making any assembly very fragmented. For example, in Figure 2(a), we will have
six isolated unitigs if we do so. This means that trustful unitigs are potentially connected through
complex, repeat-induced regions, which were removed in the ULG. In order to retrieve back the con-
nections, we map the short reads to the cDBG (using the same procedure described in Section 2.3).
An example of such mapping can be seen in Figure 2(b). Given a read r, described by a walk w(r)
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Fig. 1. (a) A subgraph in a de Bruijn graph with neighbourhood 5 around an exonized ALU. The correct
assembly is shown as the red path. The complex region is due to the presence of ALUs in transcriptomic
data. ALUs are mainly present in introns, but some have been exonised. They are present in high numbers in
transcriptomic data because some pre-mRNA is sequenced together with mRNAs. Both exonic and intronic
ALUs contribute to the complex structure of the DBG; (b) The UCSC Genome Browser shows that this
region corresponds to an exonized ALU (circled in red) in the CMC2 human gene. The flanking exons are
also shown for a better visualisation. The data used in this figure corresponds to RNA-seq reads from the

MCFT7 cell line (with depletion of DDX5 and DDX17) [4].



in the ¢cDBG, for each pair of consecutive trustful unitigs (u,v) € w(r), we get the substring s in
r connecting u to v and add a s-labeled arc e = (u,v,s) to U. For example, if r maps orderly to
the trustful unitigs u, v, w and x, we shall build arcs between v and v, v and w, and w and z. The
orderly mapping of r to the set of trustful unitigs is denoted by m(r) = w, v, w, z. Furthermore, if
several different reads map to the same pair of consecutive unitigs v and v, we might have several
arcs e = (u,v,s), with different labels s, in U. Constructing these arcs between trustful unitigs
based on short-read mapping is exemplified in Figure 2(c).

Finally, we still might lose some range information by constructing arcs only between consecutive
unitigs, e.g. we lost the information given by the read r that u is connected to x passing through
v and w. In order to recover part of this information, we store for each trustful unitig u a set h(u)
such that v € h(u) +» Faread rlu — ... = v — ... € m(r). In other words, h(u) contains the set
of vertices v such that there is at least one read mapping to u and later to v. The information
provided by h(u) can be used as hints and guide the assembly algorithm on how to solve a repeat-
induced region using the range information provided by the short reads. Figure 2(c) shows h(U1)
for the depicted example. In this figure, we can also see how the hints can help to choose the
correct path during assembly in an efficient way. If we start by assembling U1 — U2, the hints from
U1 indicate that it is more reliable to continue the assembly towards U4 and UG6. The assembly
a1 = Ul — U2 — U5 should be considered with caution since there are no reads supporting the
link from U1 to U5 (while we have for U4 and UG6). Such assembly could be wrong if, for example,
Ul and U2 stem from a gene G; and U2 and U5 stem from another gene Go (U2 is a conserved
region in an inter-gene repeat present in G and Gs). There is also the possibility of a; being a
correct assembly, and due to a read coverage or read length problem, we have no reads linking U1
to U5. Thus, the usefulness of the hints of a unitig depends on the read coverage and read length.

Observe that there is still an arc coupling problem that is not solved by the ULG. For example,
in assembly ay = Ul — U2 — U4 in Figure 2, we should choose the green arc (with label ACTTG) to
connect U1 and U2 for as to be coherent with Read 1. However, empirical observations in RNA-seq
data suggest that the labels of different arcs between two trustful unitigs differ only by some SNPs
or indels, or represent more complex allelic differences, like tandem satellite repeats with different
copy number?. In our method, since we are not interested in these variations, we further simplified
the ULG by keeping only the most frequent arc between two unitigs.

Extensions of the ULG to represent proper read threading, for example, can be done. Each
element of the hints set can be a path spelled by a read. This would allow for properly spanning
multiple copies of a same repeat, for instance. However, this naive strategy would be heavy in
memory. The approach implemented in the Linked de Bruijn Graph (LdBG), described in [48], in
which h(v) would store only the paths starting in v can be low in memory and enough to represent
the full read information. In fact, the LdBG [48] is more general than the ULG, since it operates
on the full DBGs, and has proper read threading. However, the LdABG can be more costly than the
ULG, as all the complex regions are kept in the graph3.

2 Note to the reviewers: we shall add a section in the Supplementary Material in the full version of the
paper with data to backup this claim.

% Note to the reviewers: the authors were unaware of [48] during the conception and implementation of the
ULG. It might be more proper to describe the ULG as based on, or as a specialization of, the LdBG.



I Trustful unitigs
@ Non-trustful unitigs

I Trustful unitigs
@ Non-trustful unitigs

(b)

h(ul) = {U2, U3, U4, US6)

I Trustful unitigs
@ Non-trustful unitigs

(c)

Fig. 2. Building the ULG from a ¢cDBG. (a) The cDBG with the trustful and non-trustful unitigs identified;
(b) The mapping of four reads on the ¢cDBG; (¢) The construction of the ULG: 1) the non-trustful unitigs
are removed; 2) the trustful unitigs are linked by labelled arcs reflecting the read mapping; 3) the hints for
each vertex v, h(v), is created. In this example, only h(U1) is shown for simplicity.



2.5 Alternative splicing events enumeration

In order to enumerate the AS events that are present in the short reads and absent in the long
reads, we iterate through the mapping of each long read [, and find alternative paths in the ULG
flanked by two unitigs stemming from [. This section describes in detail this procedure.

Let C be the cDBG (created in Step 1 - see Section 2.2), [ a long read, w(l) a walk in C' spelling
out ¢ (computed in Step 2 - see Section 2.3), and U the ULG (created in Step 3 - see Section 2.4).
We iterate through the vertices v = w; € w(l), enumerating all (v, u)-alternative paths in U, which
are paths starting in v, following trustful unitigs not belonging to I, and finally reaching a vertex
u=w; € w(l)|i <j,i.e, the index of v in w is smaller than the index of v in w. The main intuition
is that v and u compose (part of) the flanking exons of the alternative splicing event we want to
find. We require v and u to be (i) trustful and (ii) purple. Clearly, (i) has to be satisfied for v and v
to belong to the ULG U. We require (ii) so that the flanking sequences are expressed in both short
and long reads. Moreover, to bound our search space, we do not explore paths longer than a given
threshold, and we halt the enumeration once we’ve listed a good amount of AS events between the
two flanking vertices. Lastly, we make use of the hints of the ULG to guide our assembly.

In order to understand our algorithm in detail, consider the following definitions. Given a unitig
u € U, c¢(u) denotes the number of k-mers u contains, i.e. ¢(u) = |u| — k + 1. Given an arc
e = (u,v,s) € U, c(e) denotes the length of the label of e, i.e. ¢(e) = |s|. In general, the ¢ function
denotes the cost of traversing a given unitig or arc. Given a path p = r — y — ... — z of vertices
of U, ¢(p) is the cost of all its vertices and arcs, and seq(p) denotes the sequence obtained by
assembling p. ED(s1, s2) denotes the edit (or Levenshtein) distance between two sequences s; and
$9. SG-ED(s1, s2) denotes the semi-global edit distance between s; and so, i.e. we compute the edit
distance between s1 and so not penalizing for edit operations in both extremes of s; and ss. SG-E D
is more appropriate than FD to measure the difference rate between two sequences assuming that
one of them is a lot longer than the other. Finally, d(s,t,U) denotes the length of the shortest path
from s to t in U.

The proposed algorithm is a single-source multi-target path-enumeration algorithm with two
constraints. The first is a length constraint £ (¢ = 2000 by default) on the assembled sequences to
bound the search space. Events longer than ¢ will not be found by the algorithm. The second is
a biologically-motivated constraint on the splicing complexity to further reduce the search space.
During the enumeration algorithm, an alternative path p = u — w — ... — v is defined as a novel
splicing event if: (i) there is no other path p’ € AP(u,v) that is very similar to p, where AP (u,v)
contains all alternative paths found so far between u and v; (ii) p is not contained in any long
read. More specifically, in condition (i) we verify if ED(seq(p), seq(p’))/max(|seq(p)|, |seq(p’)|) >=
minED, for all p’ € AP(u,v), where minED is a minimum edit distance threshold to consider that
two paths represent different splicing events (minED = 0.05 by default). To efficiently implement
condition (ii), we verify if SG-ED(seq(p),l) >= minED, for all long reads [ containing at least
one of the flanking unitigs v or v. Finally, for each pair of flanking unitigs u and v, we list at most
SC (SC = 10 by default) splicing events. This constraint is reasonable since we hardly have more
than SC' alternative transcripts between two constitutive exons. For instance, human genes have on
average 6.95 transcript variants per gene, and most genes have at most 10 transcript variants [42].
Moreover, the fact that a gene has many transcript variants does not imply it has complex local AS
events: combinations of several local AS events and alternative transcript initiation and termination
sites can contribute multiplicatively to the number of transcript variants. We further note that, in
the current state of this work, these parameters are still being tuned and are under evaluation.
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Furthermore, when exploring the search space of all feasible alternative paths, we make use
of the ULG’s hints, described in Section 2.4, to drive the assembly towards the sequences most
supported by the read information. To do so, when building an alternative path p in our enumeration
algorithm, we keep track of how many times each vertex v € U was included in the hints of each
u € p in a vector HC'. In other words, HC(v) = >_,c [h(u) N {v}|. When faced with the choice of
which unitigs to follow to extend a path p = u — ... — v, we explore the neighbours w such that
HC(w) is the highest. Indeed, this could lead us to miss some lowly covered transcripts, but this
conservative algorithmic choice reduces the number of misassemblies. A more permissive strategy
can be executed by setting a higher value for SC. We observe that this strategy is similar to the
oldest link approach described in the LABG [48]. However, we are more permissive, since our goal
is to enumerate several alternative paths between two vertices, whereas the LdBG focus on finding
a long linear path explaining the genome.

Finally, Algorithm 1 describes our alternative path enumeration procedure in detail. For the
time analysis of Algorithm 1, consider the following definitions. Let U be a graph, and let n and
m be the number of vertices and arcs in U, respectively. U is the reverse graph of U, i.e. U is
a copy of U but with the direction of the arcs reversed. Let ssd(v,U) be the Dijkstra’s Shortest
Path First algorithm [7], that computes the distance from a single source v to all vertices in U
in O(m + nlogn) time. In order to simplify this time analysis, we will ignore the time required
to output an alternative path once we reach a target (i.e. we are not taking into account here
the time spent when executing lines 5-19). We will only determine the asymptotic delay of finding
alternative paths. Updating and restoring the HC' (in lines 22 and 37, respectively) can be done
in O(n) time with a count vector indexed by the vertices. We can associate a boolean vector to
a path p in order to query the membership of a vertex w in p in O(1) time. Thus the constraint
in line 24 can be done in O(1) time. For the constraint in line 25, we can add an artificial vertex
t' to UM such that N,(t') = T and c(t',t € T) = 0, and precompute ssd(t', U) before line 24
in O(m + nlogn) time. By doing so, 3t € T|c(p) + ¢(v,w) + d(w,t,U) < £ can be evaluated in
O(1) time, since minger{d(w,t,U)} = d(t',w,U"), which is already precomputed. Thus, lines 24
and 25 run in O(n) total time, since | N (v)| = O(n), with a O(m + nlogn) preprocessing time.
We observe that all vertices w € p should not be in U” at the time of the precomputation of
ssd(t',UF). Tt is not hard to see that the other lines in Algorithm 1 take at most linear time, apart
from the recursive call. Since every time we execute Algorithm 1, we add a vertex to the path p
and |p| < n, then the delay to find alternative paths is O(n* (m+mnlogn)). It is not hard to reduce
the problem of listing bounded length (s, ¢)-paths in directed graphs [37] to our problem of finding
alternative paths in the ULG. The delay of the most efficient algorithm for this first problem is
also O(n* (m+nlogn)) [37], matching our. An improvement in our algorithm would also imply an
improvement on the most efficient algorithm for the single-source K-shortest paths in a directed
graph [52,37], which dates back from the 1970s. As such, we consider that improving even further
the delay of our enumeration algorithm is far from being trivial, and out of the scope of this paper.

3 Preliminary results

In order to check if our method works, we validated it in sample datasets. This also gave us some
good test cases to help solve eventual bugs and direct the development. The results described in
this section will not be part of the final version of this paper. An implementation of our method
can be found in https://gitlab.inria.fr/lishisoa/EYTA, but we warn that it is yet in active
development, not finished, and unstable.
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3.1 Simulated dataset on one gene and five transcripts

We first ran our method on the human gene NEU1, which contains five transcripts. The long reads
set was composed only by one of the five transcripts (ENST00000229725.4), and short reads were
simulated using ART ILLUMINA [18] at 50x coverage for each transcript. In this small example,
there were four intron retentions, one alternative acceptor and one exon skipping event to be found,
which all were. Figure 3 details these results.
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Fig. 3. (a) The five transcripts from the human gene NEUL, aligned to the human reference genome and
visualized using the UCSC Genome Browser. The events to be found are in red boxes. IR stands for Intron
Retention, AC for Alternative Acceptor, and ES for Exon Skipping. (b) The output of our method - the
long read and its alternative paths. All events were found in this very simple example.

3.2 Simulated dataset on the whole human chromosome 1

Our next benchmark comprised a simulated dataset on the whole human chromosome 1. We
restricted ourselves to protein-coding, multi-transcript, and non-paralogous genes, obtaining 488
genes. We did not simulate long reads, and we took 10% of the transcripts of each gene as our long
reads set. We then simulated 30x coverage 150-bp single-end short reads from all transcripts using
wgsim [18], with no error-rate. Our ground truth, built using ASTALAVISTA [11], is composed
by all pairwise known AS events in these genes, where only one of the isoforms of the event is in
the aforementioned long reads set. We understand that this setting is unrealistic in some aspects.
First, real datasets contain paralogous genes, and if they are similar enough (i.e. presenting several
common regions with more than k bases), we will confuse the expression of two different paralogous
genes as alternative transcripts of a single gene. Second, our reads are perfectly accurate. Third,
we have a uniform and homogeneous short-read coverage of all transcripts. On the other hand, we
are also overestimating the alternative splicing level of each gene by simulating all of its transcripts
with short reads. Therefore, this simulated dataset is expected to be more complex in this aspect
than real datasets. Nonetheless, this composes a good test dataset to improve our implementation
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and have a first performance check of our method. Should this benchmark be included in the final
version of the paper, we shall improve on these unrealistic characteristics.

Considering this benchmark, we currently obtain a recall (proportion of ASTALAVISTA AS
events found by our method over the total number of ASTALAVISTA AS events) of 99.6% and a
precision (proportion of found events corresponding to ASTALAVISTA AS events over the total
number of found events) of 88.7%. We plan to improve our method with this benchmark by clarifying
the 11.3% false positive events we currently have. We could already verify that many of these
false positive events correspond to misassemblies that happen when we have alternative transcript
termination (or initiation) sites coupled with AS events as shown in Figure 4. Unfortunately, as
short reads are unable to describe the full structure of mRNAs, it is not clear how to avoid such
misassemblies for now.
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Fig. 4. A false positive event in human gene RWDD3. The misassembly is due to an alternative transcript
termination site coupled with AS events. The last exon of the transcript that corresponds to the lower path
of the event is part of an internal exon of other transcripts. The event itself is flanked by the first exon
of the gene, and this longer exon. By comparing the transcripts that correspond to the upper and lower
paths of the event, we can see that we do not have a common right flanking exon that would define the
alternative splicing event (the small common region shared between the second exon of the upper path and
the third exon of the lower path is shorter than k, and thus does not induce a right flanking vertex in the
ULG). Unfortunately, as short reads are unable to describe the full structure of mRNAs, it is not clear to
infer that the assembly of the lower path should have stopped earlier. Visualisation done with IGV [40].

4 Perspectives

In this section, we describe our perspectives for this work, which we plan to develop in order to
publish it.

4.1 Methodological perspectives

— Implement paired-end read mode in the ULG;
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— Compare the ULG approach against a multi-k approach and to the LABG [48];

— Optionally enumerate AS events described uniquely by the long reads;

— Investigate some enumeration techniques to allow for a faster search of novel AS events. One
such idea is attributing a weight to every vertex in the graph, and increasing the weight of the
vertices of an alternative path when it is found. We then prioritize lighter paths in the search
for novel AS events.

4.2 Benchmarking perspectives

We plan to benchmark our method on samples sequenced with both PacBio Iso-seq and Illumina.
We first intend to run it on a human sample, as we can make use of the most complete annotations
available to validate the results of our method. We then plan also to run on a sample containing
a more comprehensive Iso-seq sequencing. A good option that we have found so far is the data
presented in [21], which contains PacBio Iso-seq data from the brain tissue of an adult J-Line
chicken, which was also sequenced using Illumina. More importantly, the long reads RNA library
was normalized in [21] to reduce over-represented transcripts, which appears to have provided a
transcriptome coverage efficiency of more than 5 times that of a previous study [46]. If our method
manages to find novel AS events even on normalized Iso-seq data, then its performance will be even
better than on non-normalized datasets, which is far more commonly used. As the chicken genome
is not as well annotated as the human genome, many events that we find might not have been
described previously. We will then validate our predictions by searching for canonical splice sites.
Finally, we will compare the performance of our method against IDP-denovo [12] and Trinity [13]
in hybrid mode.
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Algorithm 1 Alternative path enumeration algorithm

1: function ENUMERATE_ALTERNATIVE_PATHS(ULG U, source u, set of targets T, current unitig v, current path p, length
threshold ¢, hints counter HC', splicing complexity SC, splicing events spl Evs, alternative paths APs, long reads set L,
edit distance threshold minED)

2: p < p+wv //add v to the end of p
3 //check if we reached a target
4 if v € T then
5 //yes. Check if we still did not list SC' (u, v)-alternative-splicing events
6: if |splEvs(u,v)| < SC then
T //no, we can try to list this one
8 //check if the assembled alternative path compose a new splicing event, i.e. it
9: //has a large enough edit distance with all the previously found (u, v)-alternative-
10: //paths and it is not contained in a long read
11: if alternativePathIsANovel AS(p, U, APs, L) then
12: //novel AS event found between u and v - output the path and its assembly
13: output p and seq(p)
14: splEvs(u,v) < splEvs(u,v) J{p}
15: end if
16: APs(u,v) « APs(u,v) J{p} //add p to all alternative paths found between u and v so far
17: end if
18: p+ p—wv //remove v from the end of p
19: return
20: end if
21: //here we did not reach a target - keep building the alternative path towards a target

22: update HC due to the addition of v in p

23: //find the set of neighbours N to be explored

24: N« {w € N (v)| 1) w ¢ p; //path constraint

25: 2) 3t € T'le(p) + c(v,w) + d(w,t,U) < ¢} //length constraint

26: Hpaz < maxznenHC(n) //Hmae denotes the highest hint

27: N < {n € N|JHC(n) = Hmaz} //we update N to ensure an assembly guided by the highest hints
28: if Hipae = 1 then

29: //vertices added to p before v did not give any hints
30: //hardest case in assembly

31: //guide the assembly by the SC-longest unitigs

32: N < n € N|n is one of the SC-th longest unitigs in N
33: end if

34: / /explore each neighbour recursively

35: for n € N do
ENUMERATE_ALTERNATIVE_PATHS(U, u, T, n, p, £, HC, SC, splEvs, APs, minED)
36: end for

37: restore HC' to the previous state
38: p < p—v //remove v from the end of p
39: end function
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Chapter 9

Conclusions and Perspectives

In this thesis, we developed, improved and evaluated methods to process massively se-
quenced data, mainly short and long RNA-sequencing reads, to help the community
answer biological questions such as: which alternative splicing events can be identified
from an mRNA sample studied through RNA-seq, and which genotypes might provide
antibiotic resistance in a set of strains.

The main thread we followed was developing and improving methods to process se-
quenced data using de Bruijn graphs to contribute to the alternative splicing literature
(Chapters 3 and 8, papers [75,77]). We tackled this general problem also from a theo-
retical (Chapter 5, papers [1,2]|) and an analytical (Chapter 4, paper [11]) perspective.
Collaborations (Chapter 6, paper [48], and Chapter 7, paper [76]) deviated us from this
main thread, but we always had at least one main aspect in common with our original
proposal.

In the next subsections, we describe a series of technical and personal perspectives
resulting from this PhD. The technical perspectives list several works that are currently
in development, but that were not yet ready to be featured in the previous chapters, or
future directions that can be followed. The personal perspectives describe my general
view related to the scientific context where this thesis is placed, and a more general
opinion about bioinformatics.

9.1 Technical Perspectives

9.1.1 KisSplice
Enumeration algorithm

We explored another approach to enumerate (s, *,aq,az,b)-bubbles in a DBG G, i.e.
bubbles with source s and any target such that the paths p; and po of the bubbles satisfy
Ip1] < a1, |p2| < a9, and the number of branching vertices in both p; and py is at most b.
In [77], we describe an algorithm to do so with delay O(b?|A(G)|), hereby called AlgK S.
Exploring the following facts — i) DBGs built from DNA or RNA are naturally sparse,
due to having a maximum in- and out-degree 4; ii) the current KisSplice algorithm
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b=5 | b=10 | b=15 | b=20 | b=25
AllPaths | 13.9 | 14 154 | 33.8 167.2
AlgK S 228 | T/o | T/o |T/o | T)o

Table 9.1: Results of the runtime of both the AllPaths and AlgK.S algorithms on a
human dataset, with increasing values of b. The runtimes presented are in minutes, T/o
stands for Timeout, when an execution took more than 300 minutes.

normally takes a huge amount of time when b increases, and therefore b is usually a
small constant (5, by default); iii) some algorithms can afford to use more memory space
in exchange of less running time — we developed an algorithm, hereby called AllPaths,
that finds all paths originating from a source vertex s satisfying the length and branching
constraints, and then proceeds to list all pairs of internally disjoint paths having a same
target ¢ as bubbles. Although this is one of the naivest approaches to enumerate bubbles
in a DBG, it is surprisingly fast in practice. Theoretically, AllPaths takes a total time
of O(P? % b) to enumerate all bubbles originating from a source vertex s, where P is the
number of paths. This algorithm is theoretically better than AlgK S if B = ©(P?), but
theoretically worse if B = O(P), where B is the number of output bubbles. Although
in general B = O(P), empirical tests on a human dataset showed that AllPaths was
several times faster than AlgK S (see Table 9.1).

We then compared AllPaths and AlgKS on a larger dataset, containing 200M
reads from the Geuvadis project [61]|. Using k = 25 and b = 5, AllPaths took 9.2 hours
while AlgK S took 291.5 hours'. These results convinced us that it would be worth to
add AllPaths to the KisSplice implementation, and it was made available on KisSplice
v2.4.0. Since then, it has been employed in several papers, such as [11,26,79]. Further
exploration in search of theoretical justifications on why AllPaths is more efficient than
AlgK S in some instances is left as an open problem.

DBG construction improvement

Currently, KisSplice builds the DBG from the raw RNA-seq reads using the Minia [20]
version 1 graph building procedure. We changed the graph building algorithm to GATB [30],
which has shown to be more efficient in preliminary tests, but additional work should
still be done to attest the gain in efficiency and to ensure the correctness of the imple-
mentation. This improvement will be featured in the next release.

Stranded Kissreads

Kissreads is the read coherency and quantification step of KisSplice and DiscoSNP [128].
It is responsible to filter out read uncoherent bubbles from the output, and to provide an

"We note that these executions were done in a cluster, so the specific machines where they were run
could differ.
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estimated quantification of each path of the bubble. In a project in collaboration with
the group of Nadia Naffakh at Institut Pasteur, where stranded RNA-seq reads were
available, many bubbles were identified in which each path was composed of genes located
on opposite strands. This corresponds to false-positive bubbles. Such false positives
had not been identified on previous datasets because we had never analysed data with
overlapping genes. In principle, this is very rare in human, but not in this dataset, where
the cells are infected by a virus which perturbs the termination of transcription. This
dataset was a training set for our new version of Kissreads, which is now able to process
stranded RNA-seq data. Some additional work is still needed to ensure the correctness of
the implementation. This improvement will be featured in the next release, and should
also be relevant for users working on species with dense genomes where many genes
overlap.

9.1.2 Bubble generator

In Chapter 5, papers [1,2], we described the bubble generator, a compact representation
of all bubbles in a directed graph. Unfortunately, the results obtained on enumerating
alternative splicing events through the bubble generator did not yield results better than
existing algorithms, although part of the bubbles in the generator were indeed interesting,
corresponding to real events that would be hard to find with the KisSplice algorithm. We
decided to not add this feature to the KisSplice implementation, since we do not think
it is ready for production usage. In order to do so, some interesting directions would
be to reduce the number of false positive alternative splicing events by adding more
biologically-motivated constraints to the bubbles in the generator. Another direction
would be to properly enumerate alternative splicing events by combining the generator
bubbles appropriately. We warn, however, that this application does not seem trivial to
develop. Indeed, the main application of cycle basis is preprocessing a graph to remove
vertices and edges that do not belong to any cycles, in order to reduce the work of a post-
processing algorithm, possibly a cycle enumerator. In the case of the bubble generator,
we might have the same situation. Another interesting usage would also be to decompose
complex events to bubbles in the generator, in which the user would like to know how
alternative splicing events are combined to form a more complex one.

9.1.3 DBGWAS

For DBGWAS, the main perspectives are:

e Accept continuous phenotypes (almost finished on branch https://gitlab.com/
leoisl/dbgwas/tree/0.5.4) and genotypes;

e Automated subgraph labeling, which is a feature to automatically predict DBG-
WAS subgraph labels into local polymorphisms or mobile genetic element (de-
scribed in detail in [24], and almost finished on branch https://gitlab.com/
leoisl/dbgwas/tree/automatic_labelling). This was mainly done by Magali
Dancette and Laurent Jacob;
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e Enable the user to input read datasets instead of assemblies;
e Enable the user to use customized statistical test in step 2;

e Scale to metagenomics datasets.

9.1.4 Mapping of high-error-rate long RNA-seq reads to DBGs built
from short RINA-seq reads

The method presented in Chapter 8, paper [75], to enumerate alternative splicing events
in the presence of both short and long reads requires accurate long reads, which can
restrict its application. In order to generalize to long reads datasets containing a high
error rate, a mapping of such erroneous long reads to de Bruijn or node-labeled graphs
built from short reads is required. This problem is currently being addressed in the
literature. Some works describe heuristics for this problem, e.g. LoRDEC [110], and
hybridSPAdes [5], while others tackle it through a Partial Order Alignment [63]| approach,
with appropriate handling of cycles, such as in [55,88]. Additional works describe exact
optimal algorithms [50,101], but that do not seem to scale to the size of real data graphs.
In a work in progress with Said Sadique Adi (Associate Professor at Universidade Federal
de Mato Grosso do Sul) and members of the team, we are currently addressing this
problem by: 1) building a DBG G from the short reads; 2) mapping long reads to G
naively; 3) improving the badly mapped regions of the long reads.

9.1.5 The [ value for flagging repeats in RN A-seq data

We plan to extend the Branching Measure introduced in Chapter 3, paper |77|, with the
[ value. The intuition is to better capture complex regions induced by repetitions in
RNA-seq data. Let us say that we have a high-copy-number and low-divergence repeat
R. Each copy of R has a high probability of being inserted in a different context (the
flanking bases of each copy) in the transcriptome. As such, if we build the DBG from
the RNA-seq data, we will compact all copies of R into a small subgraph, due to their
low divergence. The number of different contexts flanking R would be associated with
its copy number. Figure 9.1 exemplifies this process. To capture the repeats as depicted
in Figure 9.1, we propose a new measure, the § value. The g value of a vertex v bounded
by a distance d is Bq(v) = maxo<i<q |Wi(v)|, where Wj;(v) is the set of vertices u such
that there exists a walk from v to u containing exactly ¢ arcs. Intuitively, the repeats
we want to capture will contain a high § value. More specifically, the vertices located
at the borders of the repeat copies would have a very high § value, providing a hint to
the assembler that it traverses, or is about to traverse, a hard-to-assemble region. It is
also important to note that we should keep d to a small value, as we want to capture
the complexity of the local flanking context of a repeat. A high value of d can have
the undesirable side-effect of many vertices being classified as bordering repeats, even
though they could be relatively distant. We also note that we compute the in-g value
and the out-( value, which are the [ values of a vertex considering the incoming and the
outgoing arcs, respectively.
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Figure 9.1: Top left: the different copies of a repeat inserted each in a different context.
For simplicity, here we are assuming that all these different repeat copies are all equal
(no divergence). Top right: all members of the repetition are compacted into a single
sequence and their different (right) flanking contexts. Bottom: the structure that such
repeat would create in a DBG. The subgraph in blue corresponds to the several copies
of the repeat compacted, and the highly branching regions around it correspond to the
several different flanking contexts.

As a proof-of-concept, Figures 9.2 and 9.3 show chimeric and truncated transcripts
assembled by Trinity, respectively, in a real dataset. By looking at the structure of the
graph, we can see that the [ value would be able to flag the repeat-associated nodes in
these transcripts.

This is only a proof-of-concept of the g value, which was presented by L. in the
SeqBio 2015 Workshop (http://www.gdr-bim.cnrs.fr/seqbio2015). We retook this
work in 2017, and it is currently implemented in a module which has the objective of
identifying repeat-associated vertices of a DBG, and remove them from the graph. This
module was developed by L., and is part of a tool currently in development by Camille
Sessegolo in her PhD, supervised by Vincent Lacroix and Arnaud Mary, which has the
objective of identifying complex alternative splicing events (discussed in detail in the
next subsection).
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Figure 9.2: A chimeric transcript assembled by Trinity. The green nodes map to chr9,
the blue nodes map to chr12, and the black nodes are associated to a repeat (an Alu).
The 8 value of the nodes in the borders of the repeat is high.
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Figure 9.3: A truncated transcript assembled by Trinity. The green nodes map to chrl9,
and the black nodes are associated to a repeat (an Alu). The /3 value of the nodes in the

border of the repeat is high.
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9.1.6 Complex alternative splicing events enumeration

Sammeth in [112] states: i) the true splicing diversity of alternative splicing (AS) events
often comprises more than two alternatives and therefore cannot be sufficiently described
by pairwise comparisons (i.e. pairwise bubbles); ii) the majority of the exons that are
observed as mutually exclusive in pairwise comparisons in fact involves at least one other
alternative splice form that disagrees with their mutual exclusion; iii) similar observations
as in (ii) also hold for the alternative skipping of two subsequent exons; iv) a systematic
analysis of complete AS events at a large scale provides subtle insights in the mechanisms
that drive (alternative) splicing. A complex or complete AS event can be described as all
AS variations contained between two constitutive parts of all transcripts of a gene. As a
concrete example, Figure 9.4 shows an example of a complex AS event that, if described
pairwisely, will contain redundancy and incompleteness. Moreover, inferring if a pairwise
AS event is differentially expressed based on their quantification can lead to incorrect
conclusions if it is, in fact, a complex AS event, mainly if the pairwise event describes a
variation between two non-major isoforms. Figure 9.5 shows this scenario.
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Figure 9.4: A small example showing that describing complex AS events through pairwise
bubbles can lead to redundancy and incompleteness. Here, we have three transcripts:
transcript 1 is the exclusion of the middle exon, transcript 2 describes its inclusion, and
transcript 3 describes an alternative acceptor site. If analysed pairwisely, we will have
three bubbles, where half of the paths described by these bubbles will be redundant (i.e.
already described previously), and one bubble will be incomplete (i.e. their paths are

subpaths of bubbles already described previously).

These observations led us to explore the identification of AS events using complex,
instead of pairwise, bubbles. We thus describe in the following our definition of a complex
bubble. A (s,t)-multiwise-bubble MW in a directed graph G is a subgraph of G where:
i) MW is the subgraph induced by AP, where AP is the set of all (s,t)-paths in G; ii)
s is the only source of MW (i.e. only s can reach all vertices v € MW); iii) ¢ is the
only target of MW (i.e. only t can be reached by all vertices v € MW); iv) s and ¢
are the only vertices common to all p € AP. A (s,t)-complex-bubble C'B is a maximal
multiwise-bubble. It is worth noting that we have at most n % (n — 1) multiwise-bubbles
in a graph G, where n is the number of vertices in G, and thus at most n * (n — 1)
complex bubbles. On the other hand, we could have Q(2") pairwise bubbles in G, in
the worst case. It is intuitive to verify that many pairwise bubbles can be included in a
single complex bubble, but an interesting difference between both models is that if our
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Pairwise events view
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Complex events view

1000
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Figure 9.5: Inferring if a pairwise AS event is significant based on their quantification can
lead to incorrect conclusions if it is, in fact, a complex AS event, mainly if the pairwise
event describes a variation between two non-major isoforms. Here, we compare an AS
event in two different conditions (healthy and disease). In the top, we have a pairwise AS
event comparison, where exon D is included in 80% of the transcripts going through this
event in the healthy condition, while it is excluded in 80% in the disease condition. This
would give us clue that this change is significant. However, the bottom panel show us
that this event is included in a more complex event, in which the major isoform excludes
both exons B and D. With this larger context, we can verify that the magnitude of the
change described in the top panel is very small and probably not significant.

object of study are complex bubbles, then we have a quadratic number of objects (on
n) to be enumerated and analysed. Therefore, we can work on developing algorithms
where the total execution time is polynomial on the size of the input, since the size of
the output is now polynomial. Although we have "only" a quadratic number of objects
to output, outputting a single (s,t)-complex-bubble C'B can still take exponential time,
if this output procedure consists in listing all paths between s and t in CB. However,
we expect that linear sequences are hardly the best descriptors for such complex events,
and we would like to describe them as graph objects instead, in the same spirit of [112],
but in a de-novo and in a DBG context. We can now define the Enumerating Complex
Bubbles Problem:
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Enumerating Complex Bubbles Problem (ECBP)
Input: A directed graph G = (V, A).
Output: All (s,t)-complex-bubbles.

Unfortunately, finding an (s, t)-complex-bubble C'B in polynomial time is not easy.
It can be reduced from the following NP-complete problem (see Proposition 9.2.1 (P5)
in Bang-Jensen and Gutin [7]): Given three distinct vertices x,y,z in a directed graph
G, decide whether G has an (z, z)-path which also contains the vertex y. In some cases,
when the set of all (s,¢)-walks coincides with the set of all (s,t)-paths, then the (s,t)-
complex-bubble can be found in polynomial time.

Our current algorithm to tackle the ECBP has three steps:

1. Find all pairs of vertices (s,t) having a multiwise bubble;
2. Find which multiwise bubbles are complex bubbles;
3. Output each complex bubble.

Step 1 is implemented using the following proposition (proof is omitted):
Proposition 1. Given a directed graph G and two distinct vertices s and ¢, there exists
an (s,t)-multiwise-bubble if and only if the immediate dominator of ¢ in Fj is s, where
Fs is the flow graph with root s.

Note that there is the degenerate case where if ¢ is an out-neighbour of s, and there
is only one path from s to ¢, then the immediate dominator of ¢ in Fg is s, but s and ¢
do not have a multiwise bubble.

Step 2 is implemented observing that an (s, t)-multiwise-bubble is an (s, t)-complex-
bubble if there is no (s',#)-multiwise-bubble such that there is a path from s’ to s and
from t to .

Finally, Step 3 is implemented by outputting the subgraph induced by the nodes v
than can be reached from s and that can reach ¢.

Given an (s, t)-complex-bubble CB, if the set of all (s,?)-walks coincides with the
set of all (s,t)-paths, then the described algorithm works. Otherwise, then some of the
vertices in C'B might not belong to any (s,t)-path, but only to (s,¢)-walks. We are
currently tackling this issue by ideas of changing the definition of the complex bubbles
to accept walks instead of paths, or to transform the input directed graph into an acyclic
version.

It is also worth mentioning that the ECBP is related to the problem of identifying
superbubbles [16,91,119]. However, complex bubbles do not necessarily present the
matching, acyclicity and minimality properties of superbubbles. As such, it is not possible
to use the algorithms designed to find superbubbles to find complex bubbles.

Unfortunately, our described model did not work on real RNA-seq data due to
repeats. Repeats induce many cycles in the DBG, one interleaved in another, and as
such our model needs to be improved to deal with such cases. We are improving upon
this first work in a collaboration with Camille Sessegolo, a PhD student of the team
supervised by Vincent Lacroix and Arnaud Mary, who took the main lead in this work.
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9.2 Personal Perspectives

Regarding the post-PhD period, my general view related to the scientific context where
this thesis is placed is that, unless a specific problem requires short reads, the scientific
community will focus its efforts on processing long reads to tackle problems. I believe
that long reads will eventually take over short reads, and that transcriptome assembly
might not even be required anymore, and genome assembly will be simplified with longer
and more accurate reads. However, it will take some years for long reads technologies to
reach this state, so in the short term (5-10 years, or maybe longer), I believe that the
methods that are able to efficiently utilize both short and long reads will define the state-
of-the-art. Regarding alternative splicing, and transcriptomic variations in general, being
able to completely describe the structure of a transcript in a long read is very valuable,
since exons can be phased perfectly. Precise identification of isoforms, exon boundaries,
open reading frames might still be challenging with the high error rate, but protocols like
PacBio Isoseq already addresses this natively, creating very accurate Reads of Insert. For
sure, both the Nanopore and PacBio error rate and cost will decrease, and throughput
will increase in the next years, thus allowing for such applications. The Nanopore RNA
direct protocol will also enable the study of transcriptomic variations without the biases
and artifacts created by the cDNA synthesis step, allowing for a better understanding of
the real transcriptomic variation in a cell.

Another possible scenario is Illumina sequencing remaining very competitive after
several years, mainly by reducing per-base cost and increasing the throughput, justifying
its use even when a biological question can be tackled by sequencing only long reads.
This will imply in even larger datasets than those we have nowadays, and the demand
for efficient hybrid methods that make use of succinct data structures will increase, with
a large fraction probably being based on de Bruijn graphs or variants.

A more general opinion about bioinformatics after finishing this thesis is that this
field requires diverse competences that are not easy to master, ranging from mathematics
and theoretical computer science, to wet lab and biology. Mathematical modeling, critical
analyses, efficient software implementation, and correct wet lab manipulation are not easy
tasks, and I believe that effective collaborations are key to produce valuable works and
to learn new concepts.
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