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Abstract—We tackle covariance estimation in low-sample sce-
narios, employing a structured covariance matrix with shrinkage
methods. These involve convexly combining a low-bias/high-
variance empirical estimate with a biased regularization estima-
tor, striking a bias-variance trade-off. Literature provides optimal
settings of the regularization amount through risk minimization
between the true covariance and its shrunk counterpart. Such
estimators were derived for zero-mean statistics with i.i.d. diag-
onal regularization matrices accounting for the average sample
variance solely. We extend these results to regularization matrices
accounting for the sample variances both for centered and non-
centered samples. In the latter case, the empirical estimate of
the true mean is incorporated into our shrinkage estimators.
Introducing confidence weights into the statistics also enhance
estimator robustness against outliers. We compare our estimators
to other shrinkage methods both on numerical simulations and
on real data to solve a detection problem in astronomy.

Index Terms—covariance estimation, shrinkage, regularization,
bias-variance trade-off, inverse problems, detection

I. INTRODUCTION

Covariance estimation is crucial in diverse applications such
as portfolio optimization [1], gene expression analysis [2],
and radar imaging [3]. The latter is a typical example where
inverse-problems are leveraged to solve detection or recon-
struction tasks, considering measurement statistics through
covariances [4]. Limited data in high dimensions introduces
a bias-variance trade-off in covariance estimation. Regular-
ization of the noisy empirical covariance, often by imposing
a specific structure, becomes necessary. Diagonal loading
involves adding a fraction of the identity matrix to reduce
estimation variance (at the expense of increased bias). Shrink-
age methods generalize this, replacing the identity regulariza-
tion matrix with a low-variance measure of data variability.
The regularization amount crucially impacts the bias-variance
trade-off and can be optimally estimated in an unsupervised
manner by minimizing risk between the true unknown co-
variance and its shrunk estimate. Closed-form expressions
are reported for several distributions [5], [6], but all involve
shrinkage accounting solely for average sample variance.

Our contributions: In the multi-variate Gaussian case, we
propose to extend these shrinkage methods to include a
regularization matrix accounting for the sample variances (i.e.
with non-uniform diagonal values) both for centered and non-
centered samples. In the latter case, the empirical estimate
of the true unknown mean is incorporated into the derived
closed-form expressions of the shrinkage.

Sect. II formulates the estimation problem. Our proposed
estimators of the shrinkage coefficients are derived in Sects.
III-IV. They are compared to state-of-the-art shrinkage estima-
tors in Sect. V through numerical simulations. We finally apply
them on real data to solve a detection problem in astronomy.

II. PROBLEM STATEMENT

We consider the general case of N mutually independent and
identically distributed P -dimensional real-valued Gaussian
samples xn ∈ RP ∼ N (µ,C), for n ∈ J1;NK. We define the
weighted sample mean µ̂ and the weighted sample covariance
Ŝ as respective estimators of µ and C:

µ̂ =

∑
n αn xn∑
n αn

and Ŝ =

∑
n βn(xn − µ̂)(xn − µ̂)⊤∑

n βn
,

(1)
with {αn}n=1:N and {βn}n=1:N two collections of fixed non-
negative weights. The expectation of the estimators (1) are:

E(µ̂) = µ and E(Ŝ) = (1− ϵ)C , (2)

with ϵ ∈ [0, 1] given by:

ϵ =
2
∑

n αnβn

(
∑

n αn) (
∑

n βn)
−

∑
n α

2
n

(
∑

n αn)
2 . (3)

As Ŝ is a biased estimator of C, we introduce the bias
compensating factor γ = (1 − ϵ)−1 when needed (note
that αn = βn = 1 ,∀n leads to the classical correction
γ = N/(N − 1)). In this context, we address the challenge
of estimating the covariance matrix C from a limited number
N of samples. The empirical sample estimator Ŝ becomes
highly noisy (when N ≃ P ) and even rank-deficient (in
particular when N < P ). This introduces significant variance
to the estimate Ŝ, which is detrimental in any inverse problem
involving covariance matrix inversion, as discussed in Sect. I.
Irrespective of the task, regularization of Ŝ is thus essential.
One approach is to enhance the sample covariance matrix
through shrinkage, where the resulting estimator Ĉ is a convex
combination of the low-bias/high-variance estimator Ŝ and of a
high-bias/low-variance estimator F̂ (possessing fewer degrees
of freedom compared to Ŝ):

Ĉ = γ((1− ρ)Ŝ+ ρF̂) , (4)

with ρ ∈ [0, 1] a coefficient setting the bias-variance trade-off.
This combination of estimators with complementary properties



originated in seminal works [1]. An optimal ρ can be defined
through risk minimization [5]:

ρOS = argmin
ρ∈[0,1]

E(∥Ĉ−C∥2F) =
E(tr((C− γŜ)(F̂− Ŝ))

γE(tr((F̂− Ŝ)2))
,

(5)
where ∥.|F denotes the Frobenius norm. This oracle shrinkage
(OS) estimator, dependent on the true (unknown) covariance
C, cannot be used in practice. The work [5] introduced a
data-driven strategy to derive a practical oracle-approximating
shrinkage (OAS). This involves iteratively plugging a previ-
ous estimate Ĉ to refine the resulting OAS estimate ρ̂ OAS.
Assuming centered samples (µ = 0, thus µ̂ = 0, γ = 1 and
αn = 0,∀n), non-weighted sample covariances (βn = 1,∀n),
and a diagonal structure for F accounting solely for the mean
variance of the samples (i.e., F̂ = (tr(Ŝ)/P )IP ) lead to the
following estimate [5]:

ρ̂ OAS
1 =

(1− 2/P ) tr(Ŝ2) + tr2(Ŝ)

(N + 1− 2/P )(tr(Ŝ2)− tr2(Ŝ)/P )
. (6)

In the following, we extend these results by gradually relaxing
the assumptions made in [5] and by considering a finer
estimator F̂ that better accounts for non-stationary variances:
[F̂]ij = 0 if i ̸= j and [F̂]ii = [Ŝ]ii otherwise.

III. SHRINKAGE FOR NON-STATIONARY VARIANCES

We derive the expression of the OAS coefficient ρOAS
2 for a

regularization matrix F̂ that accounts for the sample variances
(instead of only the mean variance in [5]). We still assume
µ = 0 (we set µ̂ = 0 in Ŝ, and thus γ = 1), and βn = 1,∀n.

We first derive the oracle shrinkage coefficient ρOS
2 . Expand-

ing the numerator (hereafter A) of Eq. (5) yields:

A = E(tr(CF̂))− E(tr(CŜ))− E(tr(ŜF̂)) + E(tr(Ŝ2))

=
∑

i
[C]2ii − tr(C2)−

∑
i
E[Ŝ]2ii + E(tr(Ŝ2)) . (7)

The variance of the sample variance Var([Ŝ]2ii) of Gaussian
random variables is equal to 2[C]2ii/N , and its expectation
is [C]ii, thus the expectation of the square of the sample
variance E([Ŝ]2ii) is equal to 2[C]2ii/N + [C]2ii = N+2

N [C]2ii.
The expectation E(tr(Ŝ2)) is given in [5]: E(tr(Ŝ2)) =
N+1
N tr(C2) + 1

N tr2(C). The numerator then becomes:

A =
∑

i
[C]2ii − tr(C2)−N−1(N + 2)

∑
i
[C]2ii

+N−1(N + 1) tr(C2) +N−1 tr2(C)

=
1

N
tr2(C) +

1

N
tr(C2)− 2

N

∑
i
[C]2ii . (8)

Next, the denominator (hereafter B) of Eq. (5) becomes:

B = E(tr(Ŝ2))− 2E(tr(ŜF̂)) + E(tr(F̂2))

=
N + 1

N
tr(C2) +

1

N
tr2(C)− N + 2

N

∑
i

[C]2ii . (9)

Thus, the optimal weight ρOS
2 = A/B is:

ρOS
2 =

tr(C2) + tr2(C)− 2
∑

i[C]2ii
(N + 1) tr(C2) + tr2(C)− (N + 2)

∑
i[C]2ii

. (10)

As in Sect. II, the coefficient ρOS
2 is impractical to evaluate at

it depends on the unknown (oracle) covariance C. Following
a similar strategy to [5], we perform a recursive estimation
by iteratively plugging a previous estimate of C to refine the
estimation of ρOS

2 . This recursion over iteration k is given by:

ρ̂k+1 =
tr(ĈkŜ) + tr2(Ĉk)− 2

∑
i[Ĉk]ii[Ŝ]ii

(N + 1) tr(ĈkŜ) + tr2(Ĉk)− (N + 2)
∑
i

[Ĉk]ii[Ŝ]ii

Ĉk+1 = (1− ρ̂k+1)Ŝ+ ρ̂k+1F̂ . (11)

Replacing Ĉk by its definition and noting that tr(F̂) = tr(Ŝ)
simplify the terms involved in Eq. (11):

tr(Ĉk Ŝ) = (1− ρ̂k) tr(Ŝ
2) + ρ̂k tr(F̂ Ŝ) , (12)

tr2(Ĉk) = ((1− ρ̂k) tr(Ŝ) + ρ̂k tr(F̂))
2 = tr2(Ŝ) ,

[Ĉk]ii[Ŝ]ii = [Ŝ]2ii ⇒
∑

i
[Σ̂k]ii[Ŝ]ii = tr(F̂Ŝ) =

∑
i
[Ŝ]2ii .

The recursion over the parameter ρ̂k is thus given by:

ρ̂k+1(c ρ̂k + d) = a ρ̂k + b , (13)

where a =
∑

i[Ŝ]
2
ii− tr(Ŝ2), b = tr(Ŝ2)+tr2(Ŝ)−2

∑
i[Ŝ]

2
ii,

c = (N + 1)
(∑

i[Ŝ]
2
ii − tr(Ŝ2)

)
and d = (N + 1) tr(Ŝ2) −

(N + 2)
∑

i[Ŝ]
2
ii + tr2(Ŝ) are 4 constants (independent of k).

Recursion (11) converges to ρ̂ = 1 or to the fixed-point:

ρ̂ OAS
2 =

tr(Ŝ2) + tr2(Ŝ)− 2
∑

i[Ŝ]
2
ii

(N + 1)(tr(Ŝ2)−
∑

i[Ŝ]
2
ii)

, (14)

which is an extension of the result (6) of [5] to the case of a
regularization matrix F̂ with non-uniform diagonal values.

IV. SHRINKAGE FOR NON-CENTERED SAMPLES
AND WEIGHTED STATISTICS

In this section, we further extend the result from Sect. III,
still focusing on a regularization matrix F̂ with non-uniform
diagonal values. However, we now consider the general case
introduced in Sect. II, where the samples {xn}n=1:N have a
non-null (unknown) true mean µ. Centering the samples with
µ̂ would bias the estimator ρ̂ OAS

2 . Additionally, the sample
statistics we now consider include weights as introduced in
Eq. (1), and the parameter γ ̸= 1 is included in Eq. (4) to
compensate for the bias introduced by µ̂ in Ŝ. In that general
framework, we start by developing the OS estimate given in
Eq. (5):

ρOS
3 =

γ
∑

i ̸=j E([Ŝ]2ij)− (1− ϵ)
∑

i ̸=j [C]2ij

γ
∑

i̸=j E([Ŝ]2ij)
. (15)

Expression (15) requires to compute moments of a Wishart dis-
tribution, and we now derive the expression of

∑
i̸=j E([Ŝ]2ij).

When the true mean µ is unknown, the empirical mean µ̂
provides an estimator. Introducing the centered variables:

zn = xn−µ and ζ = µ̂−µ =
(∑

n
αnzn

)
/
(∑

n
αn

)
, (16)

yields:

xn−µ̂ = zn−ζ =
(∑

n′
αn′(zn−zn′)

)
/
(∑

n′
αn′

)
. (17)



Then, noting by
∑

n (.) the multiple sums∑
n1

∑
n2

∑
n3

∑
n4

∑
n5

∑
n6

(.), we have:

Ŝij =

∑
n βn

∑
n′ αn′ [zn − zn′ ]i

∑
n′′ αn′′ [zn − zn′′ ]j

(
∑

n βn) (
∑

n αn)
2

so E([Ŝ]2ij) = C−1
∑

n
βn1

αn2
αn3

αn4
αn5

αn6
D ,

with C = (
∑

n βn)
2
(
∑

n αn)
4 and D ≡ ξi,j,n1,n2,n3,n4,n5,n6

D = E([zn1
− zn2

]i[zn1
− zn3

]j [zn4
− zn5

]i[zn4
− zn6

]j) .

Developing D = ξi,j,n1,n2,n3,n4,n5,n6
yields 16 terms:

ξi,j,n1,n2,n3,n4,n5,n6 = ψi,j,n1,n1,n4,n4 −ψi,j,n1,n1,n4,n6

−ψi,j,n1,n1,n5,n4 +ψi,j,n1,n1,n5,n6 −ψi,j,n1,n3,n4,n4

+ψi,j,n1,n3,n4,n6 +ψi,j,n1,n3,n5,n4 −ψi,j,n1,n3,n5,n6

−ψi,j,n2,n1,n4,n4 +ψi,j,n2,n1,n4,n6 +ψi,j,n2,n1,n5,n4

−ψi,j,n2,n1,n5,n6 +ψi,j,n2,n3,n4,n4 −ψi,j,n2,n3,n4,n6

−ψi,j,n2,n3,n5,n4 +ψi,j,n2,n3,n5,n6 , (18)

with ψi,j,n,n′,n′′,n′′′ ≡ E (zn,izn′,jzn′′,izn′′′,j)

=



[C]ii [C]jj + 2 [C]
2
ij if n = n′ = n′′ = n′′′

[C]
2
ij else if n = n′ and n′′ = n′′′

[C]ii [C]jj else if n = n′′ and n′ = n′′′

[C]
2
ij else if n = n′′′ and n′ = n′′

0 else

= (δn,n′δn′′,n′′′ + δn,n′′′δn′,n′′) [C]2ij

+ δn,n′′δn′,n′′′ [C]ii [C]jj , (19)

which follows from Isserlis theorem and that holds for any i
and j (not just i ̸= j). Hence E([Ŝ]2ij) takes the form:

E([Ŝ]2ij) = ν [C]2ij + η [C]ii[C]jj , (20)

where ν and η are constants that only depends of the collec-
tions of weights {αn}n=1:N and {βn}n=1:N , not on i nor on
j. Thus, by injecting expression (20) into Eq. (15) yields:

ρOS
3 =

∑
i ̸=j γν[C]2ij + γη[C]ii[C]jj − (1− ϵ)[C]2ij∑

i ̸=j γν[C]2ij + γη[C]ii[C]jj
. (21)

As in Sect. III, ρOS
3 is impractical. Iteratively substituting a

prior estimate of C to refine ρ̂ results in the recursion over k:

ρ̂k+1 =∑
i̸=j

γν[Ĉk]ij [Ŝ]ij + γη[Ĉk]ii[Ŝ]jj − (1− ϵ)[Ĉk]ij [Ŝ]ij∑
i ̸=j γν[Ĉk]ij [Ŝ]ij + γη[Ĉk]ii[Ŝ]jj

(22)

Replacing Ĉk by its definition (4) leads to:∑
i ̸=j

[Ĉk]ij [Ŝ]ij =
∑
i ̸=j

γ(1− ρ̂k)[Ŝ]
2
ij + γρ̂k[F̂]ij [Ŝ]ij (23)

= γ(1− ρ̂k)
∑

i ̸=j
[Ŝ]2ij = γ(1− ρ̂k)

(
tr(Ŝ2)−

∑
i
[Ŝ]2ii

)
.

The simplification in the second equality comes from the
nullity of the off-diagonal terms of F̂. Similarly, it comes:∑

i ̸=j
[Ĉk]ii[Ŝ]jj =

∑
i ̸=j

γ(1−ρ̂k)[Ŝ]ii[Ŝ]jj+γρ̂k[F̂]ii[Ŝ]jj

= γ
∑

i ̸=j
[Ŝ]ii[Ŝ]jj = γ

(
tr2(Ŝ)−

∑
i
[Ŝ]2ii

)
. (24)

The recursion (22) takes a form similar as Eq. (13) with: a =
(γν + ϵ − 1)(tr(Ŝ2) −

∑
i[Ŝ]

2
ii), b = (1 − ϵ − γν)(tr(Ŝ2) −∑

i[Ŝ]
2
ii)− γη(tr2(Ŝ)−

∑
i[Ŝ]

2
ii), c = γν(tr(Ŝ2)−

∑
i[Ŝ]

2
ii),

and d = −γη(tr2(Ŝ)−
∑

i[Ŝ]
2
ii. It converges to ρ̂ OAS

3 = 1 or:

ρ̂OAS
3 =

(γν + ϵ− 1)(tr(Ŝ2)−
∑

i[Ŝ]
2
ii) + γη(tr2(Ŝ)−

∑
i[Ŝ]

2
ii)

γν(tr(Ŝ2)−
∑

i[Ŝ]
2
ii)

.

(25)

It remains to derive the expression of {ϵ , γ , ν , η} involved in
Eq. (25). The terms of E([Ŝ]2ij) can be computed as follows:∑

n βn1αn2αn3βn4αn5αn6ψi,j,n1,n1,n4,n4(∑
n βn

)2 (∑
n αn

)4
=

(∑
n βn1αn2αn3βn4αn5αn6δn1,n1δn4,n4(∑

n βn

)2 (∑
n αn

)4
+

∑
n βn1αn2αn3βn4αn5αn6δ

2
n1,n4(∑

n βn

)2 (∑
n αn

)4
)
[C]2ij

+

∑
n βn1αn2αn3βn4αn5αn6δ

2
n1,n4(∑

n βn

)2 (∑
n αn

)4 [C]ii [C]jj

= [C]2ij +

∑
n β2

n(∑
n βn

)2 ([C]2ij + [C]ii · [C]jj) , (26)

The other terms involving the ψ quantities of Eq. (18) can
be computed in a similar fashion as in Eq. (26). It leads to:

γ = (1− ϵ)−1 =

(
1 +

∑
n α

2
n

(
∑

n αn)2
− 2

∑
n αnβn

(
∑
n
αn)(

∑
n βn)

)
,

ν = 1 + 2

∑
n α

2
n

(
∑

n αn)2
+

∑
n β

2
n

(
∑

n βn)2
− 4

∑
n αnβn

(
∑

n αn) (
∑

n βn)

+ 2

∑
n α

2
nβn

(
∑

n αn)2 (
∑

n βn)
− 4

∑
n αnβ

2
n

(
∑

n αn) (
∑

n βn)
2 ,

η =

∑
n β

2
n

(
∑

n βn)2
+

2
∑

n α
2
nβn

(
∑

n αn)2 (
∑

n βn)
−

4
∑

n αnβ
2
n

(
∑

n αn) (
∑

n βn)
2

+
(
∑

n α
2
n)

2

(
∑

n αn)4
− 4

(
∑

n α
2
n)(

∑
n αnβn)

(
∑

n αn)3 (
∑

n βn)

+ 2
(
∑

n αnβn)
2
+ (

∑
n α

2
n)(

∑
n β

2
n)

(
∑

n αn)2 (
∑

n βn)
2 . (27)

Results (25) and (27) constitute an extension of the results of
[5] to the generalized estimators introduced in Sect. I.

V. RESULTS

A. Validation on numerical simulations

We aim to validate the derived O(A)S estimators, considering
a known covariance matrix C ∈ RP×P with P = 100 (see
insert in Fig. 1). Sets of N synthetic multi-variate samples are
generated following the targeted statistics C via its Cholesky



OS 2 versus OAS 2 OS 3 versus OAS 3

Fig. 1: Evolution of the MSE on covariance estimation (top) and of
the underlying shrinkage coefficients (bottom) ρ̂ O(A)S

2 and ρ̂ O(A)S
3 as

a function of N (P fixed at 100). Iterative estimates approximating
ρ̂ OS
2 and ρ̂ OS

3 by ρ̂ OAS
2 and ρ̂ OAS

3 are also reported for comparison.

factorization applied to N random i.i.d. Gaussian samples.
The resulting empirical covariance Ŝ is then regularized using
shrinkage estimators ρ̂ O(A)S

2 (Eqs. (10)-(14)) and ρ̂ O(A)S
3 (Eqs.

(21)-(25)). Recursions (11)-(22) approximating OS estimates
(10)-(21) with OAS practical estimators (14)-(25) are also
reported. The simulations are repeated 1, 000 times for each
tested N value, and we report mean results only as the standard
deviation would be smaller than marker size. Figure 1 shows
the evolution of ρ̂ and resulting mean-square error (MSE)
between the shrunk covariance Ĉ and the true covariance
C with varying sample size N . OAS estimators (14)-(25)
asymptotically approximate OS quantities (10)-(21), and re-
cursions (11)-(22) converge in a few iterations towards OAS
estimates. All derived shrinkage coefficients and associated
MSE decrease as N increases due to the reduced noise in Ŝ.

Now that we have validated our estimators, we compare
them to other shrinkage estimators from the literature, assum-
ing centered samples (µ = 0) and non-weighted empirical
statistics (αn = βn = 1,∀n, and γ = 1). We thus focus on
ρ̂ O(A)S
2 estimators in this paragraph (equivalent to ρ̂ O(A)S

3 under
the same working hypothesis). We compare these estimates
to the Ledoit-Wolf (LW, [1]) and Rao-Blackwell-Ledoit-Wolf
(RBLW, [5]) shrinkage methods. The LW estimator is a
consistent approximation of the oracle (5) without assumptions
on the sample distribution. The RBLW estimator is obtained
by computing the conditional expectation of the LW estimator,
conditioned on the sufficient statistic Ŝ, under a Gaussian
assumption on the sample distribution. We derive the shrunk
covariance from these estimates ρ̂ (RB)LW through Eq. (4). We
consider i.i.d. regularization matrices F̂ accounting for the
average sample variance solely (i.e., F̂ = (tr(Ŝ)/P )IP ) as
initially proposed by [1], and also accounting for sample
variances (i.e., [F̂]ij = 0 if i ̸= j and [F̂]ii = [Ŝ]ii
otherwise). Finally, we consider the ρ̂ OAS

1 estimator (6) from
[5] as the practical OAS solution of the OS minimization
problem (5) with F̂ = (tr(Ŝ)/P )IP . Figure 2 presents the
evolution of MSE and estimates ρ̂ with varying N , following

OS

OAS

OS

OAS

Fig. 2: Evolution of the MSE (left) and of shrinkage coefficients
(right) ρ̂ LW, ρ̂ RBLW, ρ̂ O(A)S

1 , and ρ̂ O(A)S
2 , as a function of N (P fixed at

100). Different true covariance C with varying degrees of correlation
are considered from top to bottom, see inserts.

Fig. 3: Time-series data at high-contrast. Left top: zooms around two
real sources; left bottom: instrument PSF. Right: examples of sample
covariance Ŝ for different patch ROIs at three distances to the star.

a similar simulation framework as in Fig. 1. Three cases are
reported for different true covariances C with varying degrees
of correlations between sample entries. The RBLW estimator
dominates the LW estimator, consistent with trends reported in
[5]. Accounting for sample variances instead of only average
variance in F̂ improves MSE for both (RB)LW estimates and
our estimators ρ̂ O(A)S

2 as extensions of ρ̂ O(A)S
1 . Only ρ̂ O(A)S

1

and ρ̂ O(A)S
2 are monotonically decreasing functions of N ; an

empirical observation also reported in [5] for ρ̂ O(A)S
1 compared

to (RB)LW estimates. Our estimator ρ̂ O(A)S
2 improves all

compared estimators when N is typically larger than 10 (for
fixed P = 100) and seems to converge towards ρ̂ O(A)S

1 as the
number of non-null entries in C decreases. In this case, all
considered shrinkage estimators converge to the same value
of ρ̂ when N is sufficiently large.
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Fig. 4: Source detection results: The top 60 detections are visualized as bar charts, arranged by descending SNR values. The two real sources
are in pink, 30 synthetic sources in blue, and false detections in red. Insets provide zoomed views of the detection map around the two real
sources (pink circles, refer to Fig. 3 top-left) and the region near the star with six synthetic sources.

B. Application on real data

We evaluate proposed estimators for a detection problem in as-
tronomy, specifically high-contrast imaging [7]. This involves
observing a star and its nearby region hosting potential exo-
planets behaving as point sources in the data. The observations
were carried out with the SPHERE instrument at the Very
Large Telescope. It employs adaptive optics to compensate for
wavefront distortions induced by atmospheric turbulence, and
a coronagraph to block part of the starlight. Nevertheless, faint
signals from the sought objects are dominated by a strong and
spatially non-stationary nuisance component (contrast between
the star and exoplanets exceeding 103 in images), see Fig.
3. This nuisance arises from residual stellar leakages and
optical aberrations, resulting in spatially correlated speckles.
In a previous work [8], we proposed an exoplanet detection
algorithm leveraging the diversity between the quasi-static
speckles and the predictable apparent rotation of exoplanets
due to the Earth’s rotation during observations. The algorithm
models non-stationary correlations of the nuisance at the patch
scale of P ≃ 50−100 pixels. At 2D sky location θ, a temporal
collection of patches rθ ∈ RP×N is modeled by a compound-
Gaussian model N (µθ, {α−1

θ,n}n=1:NCθ). Parameters µθ and
Cθ are estimated in a maximum-likelihood sense, along with
weights {αn}n=1:N through a fixed-point iterative scheme.
Empirical covariance Ŝ is regularized by shrinkage. Weights
αn enhance the robustness of mean and covariance estimators
against outliers. The impact on shrinkage formulas of their
data-driven estimation (possibly from few samples) is left
for future work. Finally, a matched-filter detects point-like
sources, resulting in a signal-to-noise (SNR) detection map.
This approach ensures a controlled false alarm probability.

We evaluate the algorithm detection performance for various
covariance shrinkage strategies on a real dataset of the HIP
72192 star. The dataset comprises N = 92 exposures, each of
M ≃ 106 pixels. To capture most of the PSF energy, circular
patches of P = 113 pixels are chosen. The resulting P × P
empirical covariances are thus rank deficient. In addition to the
two real sources known around this star, we added 30 synthetic
faint sources using the direct image formation model. Figure
4 shows bar diagrams of the SNR of detection for the first
60 highest local maxima in the detection map. Covariance
regularization includes diagonal loading (adding Γ = 10−8IP
to Ŝθ, whatever θ) and spatially adaptive shrinkage with LW,
RBLW, OAS 2, and OAS 3 estimators. Zoomed-in detection
maps around the real and synthetic sources are provided

1

0

patches impacted 
by bad pixels

Fig. 5: Map of ρ̂ OAS
2 (left) and ρ̂ OAS

3 (right) on real data of Fig. 3.

for each case. SNR-based ranking places the methods as
follows: diagonal loading < LW < RBLW < OAS 2 <
OAS 3. Examining the two best methods, Fig. 5 displays
maps of the spatially adaptive shrinkage coefficients ρ̂ OAS

2

and ρ̂ OAS
3 . These coefficients show adaptability to spatial

variations. Notably, the ρ̂ OAS
2 estimator exhibits low shrinkage

values in circular patch areas with potential outliers (e.g., bad
pixels, numerous on infrared sensors), indicating an impact on
shrinkage estimation. This effect is mitigated with the ρ̂ OAS

3

estimator, which benefits from {αn}n=1:N weights to enhance
the robustness of mean, covariance, and shrinkage estimators.

VI. CONCLUSION

We introduced generalized shrinkage formulas that can be
applied to data with non-stationary variances and non-zero
mean. These estimators also incorporate sample weighting to
enhance their robustness. We provided practical closed-form
expressions for the shrinkage that asymptotically approximate
the oracle. Simulations demonstrate the superiority of these es-
timators over existing ones, and real data showcases improved
sensitivity for exoplanet detection in high-contrast imaging.
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