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Abstract  

The properties of two-dimensional (2D) material stacks critically depend on the number of monolayers 

(𝑚) in the stack. It is therefore important to quantify this number, which is a local quantity since 2D 

stacks are essentially heterogeneous. Optical interferential techniques based on contrast enhancing 

surfaces may be sensitive enough to visualize 𝑚 variations but experimental determination of 𝑚 

requires heavy and unstable comparisons with multiparameter numerical models. Focusing on the 

recent Backside Absorbing Layer Microscopy, the most sensitive to date among interferential 

techniques, we demonstrate a self-calibrating method allowing instantaneous monolayer counting all 

over the sample surface which does not require the knowledge of the instrumental parameters, the 

sample or ambient refractive indices or the detailed structure of the contrast enhancing layer. The 

method is introduced step by step using examples of hexagonal Boron Nitride (hBN) stacks with 

increasing complexity. Exact monolayer counting up to 36 hBN monolayers is obtained using basic 

image analysis.   
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The properties of 2D crystals stacks are highly dependent of the number 𝑚 of monolayers in 

the stack [1, 2].  Therefore, whether it is for the study or for the use of their properties, rapid counting 

of m is an important issue.  The most popular and the simplest way to obtain few-layers stacks on an 

arbitrary support consists in repeated mechanical exfoliation of a bulk crystal followed by dry transfer 

to the substrate with the help of a tape or a polymer film [3]. It generally produces heterogeneous 

samples. Flakes a few tens of microns wide are obtained, with inside a number of atomically flat regions 

a few microns wide and limited by sharp steps. Similarly, growth techniques yield surfaces where 

terraces or puddles can locally modify the number of layers [4, 5]. The optical methods used for 𝑚 

counting are demanding since, in addition with a high sensitivity, they must have a good lateral 

resolution. This essentially implies optical microscopy [6]. The microscopy techniques used so far are 

mainly optical absorption in transmitted light [7], micro-Raman spectroscopy [8, 9] or other 

spectroscopic and colorimetric imaging techniques [6,10] and optical interferential methods in 

reflected light [3]. Optical absorption is especially simple but it does not apply to non-absorbing 

materials such as Graphene Oxide (GO) or hexagonal Boron Nitride (hBN). Raman is the gold standard 

and provides information much beyond counting but it is limited to small 𝑚, the vibrational properties 

of the probed material must be previously known, the technique is slow because of the wavelength 

scanning and the measurement is strongly perturbed by the presence of other species. The same 

limitations apply to all other spectroscopic imaging methods. Interferential microscopy was applied to 

the characterization of graphene layers since the seminal paper by Novoselov and coworkers [3]. It is 

fast and simple and remains widely used. In order to reach monolayer sensitivity, Anti-Reflective (AR) 

surfaces are used as supporting plates. Most often, these are silicon surfaces covered with a silicon 

oxide layer. The Michelson contrast  𝐶 = (𝑅𝑠𝑡𝑎𝑐𝑘 − 𝑅𝑏𝑎𝑐𝑘)/(𝑅𝑠𝑡𝑎𝑐𝑘 + 𝑅𝑏𝑎𝑐𝑘) of the stacks, is maximal 

whatever the intensity 𝑅𝑠𝑡𝑎𝑐𝑘 reflected by the stack when the background reflectivity 𝑅𝑏𝑎𝑐𝑘 is minimal. 

This is obtained when the thickness of the AR layer is  𝑒𝑙𝑎𝑦𝑒𝑟 = (1 + 2𝑙)𝜆/4𝑛𝑙𝑎𝑦𝑒𝑟, with 𝜆 the 

wavelength of light, 𝑛𝑙𝑎𝑦𝑒𝑟 the layer refractive index and 𝑙 an integer, which in practice is chosen to be 

either zero or one for graphene observation, leading to 100 and 300 nm thick silica layers. The 

technique can be further improved by optimizing the refractive index of the AR layer, according to the 

AR layer index rule 𝑛𝑙𝑎𝑦𝑒𝑟 = √𝑛𝑎𝑚𝑏𝑖𝑒𝑛𝑡𝑛𝑠𝑜𝑙𝑖𝑑 , with 𝑛𝑠𝑜𝑙𝑖𝑑  and 𝑛𝑎𝑚𝑏𝑖𝑒𝑛𝑡 the refractive index of the 

solid and the ambient medium. A number of authors reported improved interferential sensitivity by 

playing with the chemical nature of the layer material [11, 12]. Finally, neither the thickness nor the 

index condition can be satisfied for every wavelength so that spectral filtering is another important 

leverage [13]. In 2014, another family of AR layers was identified [14]. They are made of ultrathin layers 

of highly absorbing (most often conducting) materials, named ARA layers with the added A for 

“Absorbing”. They must be used in reflected light on the back surface of a transparent window, that it 

is to say on an inverted microscope, otherwise they lose their AR properties. In these conditions, which 

characterize the so-called Backside Absorbing Layer Microscopy (BALM), they provide unparalleled 

sensitivity to minute material deposition. This was demonstrated in the context of 2D material studies 

[15, 16], to explore electrochemical properties of nanoparticles [17, 18, 19] and to monitor the 

formation of biomembranes [20]. When the 2D material under study is strongly absorbing, the sample 

itself can play the role of the ARA layer, so that a small number of layers appears with a high negative 

contrast on a transparent substrate in the said inverted geometry, as was demonstrated with graphene 

[21]. 

When using interferential methods to count monolayers in a stack, the measured reflectivity is 

compared to a numerical model which is intended to reproduce it. However, this reflectivity is affected 

by a large number of parameters [22] including the complex refractive index of the ARA layer and of 

the sample, their dispersion, the ARA layer thickness, the spectrum of the source, the numerical 

aperture of the microscope, the spectral efficiency of the sensor, the presence of non-specular 
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contributions (scattered light), the presence of parasitic contributions (added light) and the exact focus 

adjustment. It is also highly dependent of the optical constants of the probed material itself, which 

may fluctuate in a large extend from one sample to another [23]. In addition, the optical characteristics 

of the contrast layer may not be exactly reproduced from one ARA surface to the other. Altogether, 

measuring or adjusting all the instrumental parameters to correctly mimic the experimental data 

obtained with a well-known sample is already a challenge in itself [24], so that counting 𝑚 with this 

method in a new/unknown sample is practically impossible. A common method is then to calibrate the 

optical signal with a complementary method such as SEM, TEM or AFM [16, 25, 26] with the drawback 

of experimental heaviness. To resume, methods allowing rapid and friendly determination of 𝑚 using 

interferential microcopy are still lacking. Here, focusing on the BALM technique, we describe a method 

allowing a model-free determination of 𝑚 in stacks of a pure 2D material. The method only requires 

the presence of several stacks or steps in a stack, preferentially including a monolayer step, and a white 

light or at least a bicolor light source. It does not require the knowledge of any of the previously listed 

instrumental parameters, since they are replaced by three “consolidated”, or effective, parameters 

per color channel. One of them is measured directly. Another one is extracted from the comparison of 

two color channels in the images of the stacks, i-e from a relative measurement. The third one is 

obtained from the integer character of 𝑚, that is to say from thickness quantization. The three 

parameters are then sufficient to convert the measured reflectivity 𝑅 of every color channel or any 

combination of them in a universal function 𝑓(𝑅) which is a linear (in the sense of affine) function of 

𝑚. The method is introduced step by step through a progressive analysis of few-layers stacks, 

exfoliated using thin polydimethylsiloxane (PDMS) films, of hexagonal boron nitride (hBN), one of the 

most challenging materials in terms of sensitivity [27] due to its one-atom thickness and its high 

bandgap. 

Our method is based on the AR property of the ARA (or near-ARA, [15]) sample supporting surface, 

according to the setup illustrated in Figure 1a. In practice, this surface has a weak yet non zero 

reflection. When a very thin layer is added, the reflectivity varies. This is why we can see it. This 

variation may be negative or positive. In the first situation, said of negative contrast, the reflectivity 

will reach a minimum 𝑅𝑚𝑖𝑛 for some value 𝑒𝑚𝑖𝑛 of the layer thickness 𝑒, and then increase. It was 

shown in reference [28] that for small 𝑒 (and 𝑒𝑚𝑖𝑛) this variation is parabolic. In the second case, said 

of positive contrast, the variation 𝑅(𝑒) is also parabolic but the minimum of the parabola is not covered 

by experimental data because it would correspond to a negative layer thickness. This minimum is 

virtual and 𝑒𝑚𝑖𝑛 < 0 is an extrapolation length. For the parabola to be entirely defined, another 

information than the position of the minimum is needed. Ignoring the peculiar case 𝑒𝑚𝑖𝑛 = 0, it is 

given by the value 𝑅0 of the reflectivity obtained for a zero thickness of the added layer, that is to say 

the reflectivity of the bare support. It can be directly measured in a region which is free of stacks.  The 

three parameters 𝑅0, 𝑒𝑚𝑖𝑛, 𝑅𝑚𝑖𝑛 define in a unique way the parabola which is supporting all the data 

points. From reference [28], the relationship between thickness and reflectivity can be written as: 

𝑅−𝑅𝑚𝑖𝑛

𝑅0−𝑅𝑚𝑖𝑛
= (

𝑒

𝑒𝑚𝑖𝑛
− 1)

2
     (1) 

A remarkable property of Equation (1) is that the left member is a relative quantity, with considerable 

advantages compared to absolute quantities. For instance, it is conserved in a linear transform 𝑅 →

𝑅′ = 𝑎𝑅 + 𝑏 affecting as well 𝑅, 𝑅0 and 𝑅𝑚𝑖𝑛. As a consequence, the validity of Equation (1) is not lost 

when adjusting the contrast (constant 𝑎) and brightness (constant 𝑏) of the reflected images, either 

through the camera settings or in a post-treatment. Such a transformation would not be allowed when 

comparing the experimental data with a numerical model.  
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It is useful for many reasons to consider a function of 𝑅 which is a linear function of 𝑒. Therefore, we 

write: 

𝑒

𝑒𝑚𝑖𝑛
= 1 − 𝑓(𝑅)    when    𝑒 < 𝑒𝑚𝑖𝑛 

𝑒

𝑒𝑚𝑖𝑛
= 1 + 𝑓(𝑅)    when    𝑒 > 𝑒𝑚𝑖𝑛 

, where we have set 𝑓(𝑅) ≡ √
𝑅−𝑅𝑚𝑖𝑛

𝑅0−𝑅𝑚𝑖𝑛
, 𝑓(𝑅) and the argument of the square root being always 

positive. The two cases resume in: 

𝑒 𝑒𝑚𝑖𝑛⁄ = 1 + 𝑓(𝑅) ∗ 𝑠𝑔𝑛(𝑒 − 𝑒𝑚𝑖𝑛)    (2) 

, with 𝑠𝑔𝑛  the sign function. In the next section, we shall show how this equation can be used for 

monolayer counting in dry-transferred hBN flakes onto a gold near-ARA window. 

 

Figure 1. a : BALM experimental setup, where hBN flakes transferred on an gold ARA surface are monitored 

with white light from the backside of the window in an inverted optical microscope; b : Optical image of a given 

area on a sample with exfoliated hBN flakes; c : zoom on the studied folded sheet and numerical labelling of 

regions; d-f : red, green and blue components of c, showing a contrast inversion in f; g-i : the three reflectivity 

levels as function of number of sheet (none, single and folded) and their fit with the best parabola; j : important 

numerical data, see text; k : the universal straight line 𝑒 𝑒𝑚𝑖𝑛⁄  as a function of 1 + 𝑠(𝑘) ∗ 𝑓(𝑅), see Eq. (3), with 

𝑒𝑚𝑖𝑛, 𝑠, 𝑅 and 𝑓 different for each channel. 
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Figure 1b is a representative image of a first sample, with a few flakes dispersed on the gold surface. 

In such samples, we often find either folded or partially superimposing flakes, making possible to 

match 𝑚 additions with intensity variations. Here we have a large regular folded sheet with a 10 µm 

typical size. This region is enlarged in Figure 1c. Since we use a color CCD camera, there are three 

independent images, shown in Figures 1d-f. We define four zones corresponding respectively to the 

bare substrate, the two parts of the single sheet and the folded sheet. Note that we ignore the number 

of monolayers in the sheet. The average intensity in each zone as a function of the number of sheets 

is plotted in Figures 1g-i, with the different curves corresponding to the Red, the Green and the Blue 

channels. Influence of signal inhomogeneities in the averaging is ignored here and will be quantitatively 

addressed later in a more general example. Striking differences are observed, like a blue intensity 

larger with two sheets than with a single one, by contrast with the two other channels. With such a 

folding, the three measurements per color are sufficient to determine the three parabola, hence the 

three (different) 𝑅𝑚𝑖𝑛,𝑗 values, with 𝑗 = 𝑅, 𝐺, 𝐵 and the three 𝑒𝑚𝑖𝑛,𝑗 values expressed in sheet units, 

or equivalently the thickness 𝑒(𝑘) of each zone (𝑘 = 0,1,2) expressed in 𝑒𝑚𝑖𝑛,𝑗 units. The results are 

displayed in Figure 1j. From there, the sign of [𝑒(𝑘) − 𝑒𝑚𝑖𝑛,𝑗] is determined and we can use Equation 

(2) to plot 𝑒(𝑘)/𝑒𝑚𝑖𝑛,𝑗  as a function of the transformed reflectivity 𝑓𝑗[𝑅𝑗(𝑘)] = √
𝑅𝑗(𝑘)−𝑅𝑚𝑖𝑛,𝑗

𝑅0,j−𝑅𝑚𝑖𝑛,𝑗
, as 

shown in Figure 1k. The data from the three channels perfectly align on a single straight line. The 

function 𝑓𝑗 is different for each channel and parametrized by the values of 𝑅𝑚𝑖𝑛,𝑗 and 𝑅0,𝑗. Figure 1k 

is a perfect illustration of Equation (2), that we rewrite with the color index 𝑗 and the rank 𝑘 of a zone 

made explicit : 

𝑒(𝑘) 𝑒𝑚𝑖𝑛,𝑗⁄ = 1 + 𝑠𝑗(𝑘) ∗ 𝑓𝑗[𝑅𝑗(𝑘)]    (3) 

, where 𝑠𝑗(𝑘) ≡ 𝑠𝑔𝑛[𝑒(𝑘) − 𝑒𝑚𝑖𝑛,𝑗]. We note 𝑔𝑗(𝑘) the right member of Eq. (3). When the latter 

holds, the ratio 𝑔𝑗1(𝑘)/𝑔𝑗2(𝑘) is constant (= 𝑒𝑚𝑖𝑛,𝑗2 𝑒𝑚𝑖𝑛,𝑗1⁄ ) for all 𝑘’s, 𝑗1 and 𝑗2 referring to two 

different color channels. This proportionality is achieved when and only when the values of 𝑅𝑚𝑖𝑛,𝑗1 

and 𝑅𝑚𝑖𝑛,𝑗2 are correct. As a consequence, 𝑅𝑚𝑖𝑛,𝑗1 and 𝑅𝑚𝑖𝑛,𝑗2 may be found by fitting the constant 

ratio of the two quantities. Figures 2a-c show the best linear fits simultaneously obtained with every 

pair among the 𝑔𝑅(𝑘), 𝑔𝐺(𝑘) and 𝑔𝐵(𝑘) functions. The 𝑅𝑚𝑖𝑛,𝑗 values found with this method are 9222, 

21459 and 29564, slightly different from the previous ones issued from the parabolic fit, which were 

9223, 21510 and 29485. The largest correction, on the blue channel, is about 0.3 %. This linear 

determination has many assets compared to the parabolic one: i) it does not require the knowledge of 

any relationship between the 𝑒(𝑘) values as the one provided between 𝑒(𝑘1) or 𝑒(𝑘3) and 𝑒(𝑘2) by 

the folding, nor any knowledge about these values; ii) it is  more precise because the number of 

adjustable parameters is lower with a linear fit than parabolic; iii) it can be achieved by the eye, which 

is a fast and effective instrument to recognize straight lines. Note however that it yields only the 𝑅𝑚𝑖𝑛,𝑗 

quantities and not the 𝑒𝑚𝑖𝑛,𝑗. When something is known about the 𝑒(𝑘) values as for the example in 

Figure 1 with the folded nature of the sheet, a parabolic fit with fixed 𝑅𝑚𝑖𝑛,𝑗 may be achieved in a 

second step, yielding precisely the 𝑒𝑚𝑖𝑛,𝑗, then the 𝑠𝑗(𝑘) values. The knowledge of 𝑠𝑗(𝑘) finally allows 

to plot the universal function 𝑔𝑗(𝑘) as in Figure 1g. When nothing is known about the 𝑒(𝑘) values, 

𝑠𝑗(𝑘) must be chosen in each measured zone such that 𝑔𝑗(𝑘) is a single straight line for any given color 

index 𝑗. This difficulty is also present whenever we add a new measured zone, as discussed in the 

following. 

In Figure 2, we extend the measurements to the stacks that were previously neglected in the zoom 

image. They make zones 5 to 9 in Figure2d. They are small and weakly contrasted.  
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Figure 2.  a-c : the best linear fits obtained after (𝑅𝑚𝑖𝑛,𝑗1, 𝑅𝑚𝑖𝑛,𝑗2) adjustment by pairs, with (𝑗1, 𝑗2) ∈ {𝑅, 𝐺, 𝐵}2; 

d : Same stack as in Figure 1b with added measurement zones 5 to 9; e : Universal curve 𝑓𝑗[𝑅𝑗(𝑘)] as a function 

of 𝑒(𝑘) 𝑒𝑚𝑖𝑛,𝑗⁄  before introduction of the new dots; f : same after introduction of the new dots. The arrows 

illustrate the inversion of the red, green and blue dots ordering when switching from one branch to the other. 

To a given value of the ordinate 𝑓𝑗1[𝑅𝑗1(𝑘)] corresponds two possible values 𝑒′(𝑘) 𝑒𝑚𝑖𝑛,𝑗1⁄   and 𝑒′′(𝑘) 𝑒𝑚𝑖𝑛,𝑗1⁄  

of the abscissa. These values hold only for one color channel, the green one in the Figure. 

 

Figures 2e and 2f display the universal curve 𝑓𝑗[𝑅𝑗(𝑘)] as a function of 𝑒(𝑘) 𝑒𝑚𝑖𝑛,𝑗⁄  before and after 

introduction of the new dots. The added 𝑓𝑗 values are very close to each other, making a single cluster 

per channel,  and should correspond to the same number 𝑘𝑢. The width of this cluster is due to zone 

9, which area is only 1 µm², with important edge effects. We could have legitimately ignored it. By 

contrast with the graph of 𝑔𝑗(𝑘) shown in Figure 1f, the curve is not monotonic, the ignored  sign 𝑠𝑗(𝑘) 

in 𝑔𝑗(𝑘) resulting in a degeneracy of 𝑒(𝑘) 𝑒𝑚𝑖𝑛,𝑗⁄ , which means that to the added value 𝑅𝑗(𝑘𝑢) of the 

reflectivity, hence to the added ordinate 𝑓𝑗[𝑅𝑗(𝑘𝑢)] on the universal curve, correspond two possible 

values 𝑒′(𝑘𝑢) 𝑒𝑚𝑖𝑛,𝑗⁄  and 𝑒′′(𝑘𝑢) 𝑒𝑚𝑖𝑛,𝑗⁄  of the adimensional thickness, located on each side of the 

minimum [1,0]. To decide which is the good one, we recall the order relationship 𝑒𝑚𝑖𝑛,𝑅 > 𝑒𝑚𝑖𝑛,𝐺 >

𝑒𝑚𝑖𝑛,𝐵 , see Figure1h-i.  It follows that 𝑒(𝑘) 𝑒𝑚𝑖𝑛,𝑅⁄ < 𝑒(𝑘) 𝑒𝑚𝑖𝑛,𝐺⁄ < 𝑒(𝑘) 𝑒𝑚𝑖𝑛,𝐵⁄ , meaning that the 

red, the green and the blue dots associated to a same zone 𝑘 are always ordered from left to right on 

the universal curve. Due to the slope inversion at 𝑒 𝑒𝑚𝑖𝑛⁄ = 1, the same dots are ordered from top to 

bottom on the left branch 𝑒 𝑒𝑚𝑖𝑛⁄ < 1 and from bottom to top on the right branch 𝑒 𝑒𝑚𝑖𝑛⁄ > 1. This 

ordering inversion is materialized by the colored arrows in Figure 2f. It is worth highlighting that if a 

given value of 𝑅𝑗1 on one channel (𝑅𝐺 in the figure) has two arguments 𝑒′ and 𝑒′′, these two solutions 

will not generate the same 𝑅𝑗2 for 𝑗2 ≠ 𝑗1 (𝑅𝑅 or 𝑅𝐵 in the figure). In other words, the degeneracy 

holds only for one channel. Thus it is lifted by comparing the values of 𝑓𝑗[𝑅𝑗(𝑘𝑢)] for 𝑗1 and 𝑗2. We 
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take 𝑗2 = 𝑅𝑒𝑑 for instance. The added dots correspond to 𝑓𝑅[𝑅𝑅(𝑘𝑢)] > 𝑓𝐺[𝑅𝐺(𝑘𝑢)]. Therefore, they 

must be placed on the left branch. We finally get 𝑘𝑢 = 0,25. Since 𝑘𝑢 is an integer, its minimum 

possible value is 1. With 𝑘𝑢 = 1, the reference brown sheet should be made of at least 4 monolayers. 

We could have as well 𝑘𝑢 = 2 or 𝑘𝑢 = 3 or any integer and the brown sheet made of 8, 16 or more 

monolayers, respectively. Extending the investigated number of flakes, as presented in Supplementary 

S1 by using systematically the method previously described, shows that the zones identified here as 

monolayers actually correspond to bilayers, i.-e. 𝑘𝑢 = 2. The unbiased mapping of the effective 

thickness 𝑒(𝑘) to an actual number of layer 𝑚(𝑘) is discussed and generalized in the following in a 

case without a folded sheet to anchor the process.  

A new hBN sample made with similar mechanical exfoliation technique on top of a different ARA 

substrate is presented in Figure 3a.  We combine several flakes extracted from several images taken 

with identical microscope setting into a single one to get a sufficient number of samples, which was 

allowed by the excellent homogeneity of our surface. Here we have no folding on which to anchor the 

𝑚 distribution. We proceed as before, i-e dots ordering which fixes the sign 𝑠𝑗(𝑘), and then 𝑅𝑚𝑖𝑛,𝑗 

adjustment from color pair comparison of the 𝑔𝑗(𝑘). The approach to render the dots ordering 

automatic, including detection of repeated levels, is exposed in Supplementary Information S2. Our 

method presents similarities with the clustering algorithms used with the same purpose in artificial 

intelligence approaches [29, 30]. The remaining difficulty is to find the 𝑚(𝑘) values. For this purpose, 

we postulate a value 𝑚𝑝 for an arbitrary chosen zone 𝑝. From equation (3), we get: 

𝑚(𝑘)

𝑚𝑝
=

𝑔𝑗(𝑘)

𝑔𝑗(𝑝)
       (4) 

The number of layers being quantized, 𝑚(𝑘) is ideally an integer number. This is strictly true if: 

𝑚(𝑘) − 𝐼𝑁𝑇{𝑚(𝑘) + 0,5} = 0 

, with INT the integer function. Considering measurement uncertainty, our reasonable expectation is 

that the absolute value of the left member is much smaller than 1 for a majority of 𝑘 values, from 1 to 

kMax. Therefore, a good value of 𝑚𝑝 will minimize the averaged squared distance of the {𝑚(𝑘)} set 

from integer numbers : 

𝜒2 ≡ (1 𝑘𝑀𝑎𝑥⁄ ) ∑ {𝑚(𝑘) − 𝐼𝑁𝑇{𝑚(𝑘) + 0,5}}
2𝑘𝑀𝑎𝑥

𝑘=1     (5) 

Note that the effect of changing 𝑚𝑝 for 𝑙𝑚𝑝 , with 𝑙 > 1 an arbitrary integer, will change 𝑚(𝑘) for 

𝑙𝑚(𝑘) in the second member of Equation (5) and therefore multiply by 𝑙² the squared distance to the 

closest integer whenever this distance was already small (≪ 0.5). As a consequence, this expression 

will unfavor unnecessary high as well as too low 𝑚𝑝 values. 

With the new sample shown in Figure 3a, we were able to determine the exact number m of 

monolayers in the flakes, i.-e. with a zero uncertainty, up to m = 36, a half-monolayer uncertainty 

appearing as a mismatch between the green channel and the two others with the 40th layer, which 

rank could also be 39 but not 41. The same procedure was also applied to another sample with results 

reported in Supplementary S3. They are comparable. However, the determination of the exact number 

of monolayers was limited to 10 layers due to higher pollution of the sample. Here the results are 

presented in Figure 3b where we have plotted 𝑠𝑗(𝑘) ∗ √𝑅𝑗(𝑘) − 𝑅𝑚𝑖𝑛,𝑗 as a (non-universal) function 

of 𝑚(𝑘) (instead of 𝑔𝑗(𝑘) as a function of 𝑚(𝑘)/𝑚𝑚𝑖𝑛,𝑗), after 𝑅𝑚𝑖𝑛,𝑗 optimization. This is the simplest 

function that we can linearize channel by channel in order to determine the 𝑅𝑚𝑖𝑛,𝑗. It is effective as 

well and saves the introduction of √𝑅0 − 𝑅𝑚𝑖𝑛,𝑗  in the denominator of 𝑔𝑗(𝑘), the former being in the 

present case a very small quantity for the blue channel. On the red and green channels, every 
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experimental dot touches the fitted line, showing that the amplitude of the uncertainty is close to the 

dot diameter. Any change on m significantly alters the visual impression as well as the fit quality. Note 

that the extrapolated 𝑚𝑚𝑖𝑛,𝑗 values, namely 3 (blue), 53 (green) and 109 (red), are quite different from 

the previous configurations (see S1 and S3), mainly due to different characteristics of the gold layer, 

to a different nature of the light source,  and to a different setting of the microscope aperture hole. 

This huge variation in the 𝑚𝑚𝑖𝑛,𝑗 values, hence in the position of the minimum, highlights the difficulty 

that would be encountered to fit the absolute experimental reflectivity with a theoretical model [22], 

and by comparison the power of our self-calibrating method. 

 

Figure 3. a: Patchwork of the exfoliated hBN stacks used in the measurements. The height of the full frame is 100 

µm. The same scale applies to the different domains; b : the linear dependence of 𝑠𝑗(𝑘) ∗ √𝑅𝑗(𝑘) − 𝑅𝑚𝑖𝑛,𝑗  as a 

function of m for the three channels after 𝑅𝑚𝑖𝑛,𝑗  adjustment. 

 

Once calibrated from the analysis of one image as explained in length in this work, the BALM technique 

allows instantaneous identification of 𝑚 in any stack deposited on the same surface and observed 

using the same instrument with the same settings. Although not mandatory, a very favorable condition 

for a safe counting is the presence of at least one monolayer in the observed steps. In figure 3b, we 

have 6 such consecutive monolayer steps and also several 2 and 3 layers steps, making the counting 

very sound. It is worth emphasizing that quantization plays an essential role in the determination of 𝑚 

because it allows an ensemble adjustment. Would the local thickness not be quantized, we could not 

make the local thickness quantitative without the help of either a caliber or a cross-correlated AFM 

measurement. One could argue that a doubt may persist in the absence of such control about the 

correct identification of the monolayer, that it could be mixed with a bi- or tri-layer. However, 

extending the measurement to higher stacks provides us with another reference by taking us beyond 

the linear regime of the function 𝑓𝑗, or equivalently beyond the parabolic regime of 𝑅𝑗. When 

increasing the sample thickness 𝑚, 𝑅𝑗 will exhibit an inflexion point, and then a maximum related to 

the optical wavelength according to thin film interferential behavior. This maximum can be used for 

an additional and independent optical calibration of the sample thickness as shown in Supplement S4. 

This maximum taken on the blue channel matches the expected number of layers estimated from the 

(still linear) red channel, confirming the correct identification of the unit monolayer. We underline that 

the effectiveness of this optical calibration is not affected by the characteristics of the contrast layer. 

An important contribution to the uncertainty on 𝑚, evaluated in the present experiment from the 

mismatch between color channels (quantified in details in S3), is the presence of local dots decorating 

most of the flat zones. They can be identified as buried or adsorbed residues from the polymer used 
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as exfoliation stamp or from atmospheric hydrocarbons [31, 32]. Their contribution to the average 

optical signal intensity of a zone is highly variable. It depends on 𝑚 in this zone and most notably on 

the channel considered, as demonstrated in Supplement S5. We note that the limitation for the 

maximum unambiguous 𝑚-counting range is mainly due to the presence of these contaminants, even 

though in the present work, we tried to carefully exclude the remaining dots of adsorbed pollutants 

from the measurement zones. On the other side, the strong contrast yielded by our microscopy 

technique can be of high interest for the fast and easy observation of such contaminants in hBN stacks, 

which is crucial when building heterostructures [32].  

An interesting prospective possibility is a combination of our approach and of a model based analysis. 

Instead of predicting the absolute reflectivity, the numerical model would be used to generate the 

three consolidated parameters (per channel) which are effective in the analysis, the latter forming an 

intermediate stage between the plethora of hardly controlled experimental parameters and the 

measured quantities. Then their dependence with a chosen physical parameter could be evaluated 

from the numerical model. The first additional information expected along this route would be the 

measurement of the sample refractive index (see S4 as an example), whose knowledge is of high 

importance for modeling the optical and electronic properties of 2D material nanostructures [33, 34].  

The same strategy would apply to the combination of our approach with Machine Learning which can 

be seen as an empiric alternative to numerical models [35]. Last but not least, all the operations 

described in our treatment can be implemented as real time image processing tools, allowing the live 

counting of monolayers in 2D material stacks. 

Finally, although presently associated to the BALM technique which unique sensitivity allows to resolve 
hBN monolayers (which is a very challenging transparent 2D material to characterize) and thus 
demonstrate its large potential, the counting method introduced herein also applies to any white light 
or bicolor imaging technique working around a minimum, i.e. any extinction technique. Among them 
for instance is the commonly used Si/SiO2 imaging [3] yet with an expected much lower resolution 
intrinsic to the method optical contrast. As described in our study, the BALM configuration directly 
allows easy counting of the number of layer but also physical parameter characterization (like 
refractive index) and the (live) study of contaminants and adsorbed molecules at the surface of 2D 
materials. However, it requires the use of a specific substrate, namely a thin gold film. For further 
implementation of characterized flakes in van der Waals heterostructure and device, a wet (with gold 
etchant [36]) or dry (with polymers [37]) transfer is required. For the latter, relatively strong adhesion 
of 2D layers to gold (which can be taken advantage of to obtain large monolayers [38]) can be tuned 
and reduced with long exposure to air [38], through chemical functionalization or deposition of a thin 
film of polymer or silica without compromising the microscopy procedure [16, 28]. Our optical 
characterization yielding fast and accurate counting of monolayers is fully compatible with current 
fabrication processes involving 2D materials. Also, there is no limitation on the 2D materials 
investigated by the BALM technique. In the present work, it was applied to hBN which is very 
challenging for optical methods because of its short monolayer thickness and low absorption, but it 
would even more easily apply to thicker or more absorbing materials such as WS2, MoS2 or graphene. 
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Supplementary S1 

 

Figure S1 a : The 23 measurement zones in the entire 100 µm high image; b : plot of 𝑓𝐺(𝑅𝐺) versus 

𝑓𝑅(𝑅𝑅) after adjustment of 𝑅𝑚𝑖𝑛,𝐺 and 𝑅𝑚𝑖𝑛,𝑅 in order to maximize the range of proportionality 

between the two signals; c : Plot of 𝑓𝑗(𝑅𝑗) as a function of 𝑘 for 𝑗 = 𝑅, 𝐺, 𝐵. Dots with Inverted R,G,B 

ordering are highlighted by orange vertical lines; d : Plot of 𝑓𝑗(𝑅𝑗) as a function of 𝑘′(𝑘) dictated by 

the decrease of the red signal; e : f-h : Plots of the three 𝑓𝑗(𝑅𝑗) as a function of 𝑚. 

 

In Figure S1, we extend the measurements related to Figure 1 & 2 in main text to all the stacks or 

internal levels visible in the entire image, and sufficiently regular. New zones are shown in FigureS1a. 

To illustrate that our method applies for any image settings, we changed the dynamical range of each 

channel, i-e the brightness and contrast levels, with respect to the previous images in main text. The 

previously determined values of 𝑅𝑚𝑖𝑛 are no more valid. Figure S1a shows the measurement zones, 

labelled by 𝑘. The labels of the previously measured zones are respectively 23 for the bare gold 
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(yielding 𝑅0 value), 19 and 20 for the presumed single monolayer, 16 and 17 for the reference single 

sheet, and 18 for the folded sheet. The first step is to determine the new values of the 𝑅𝑚𝑖𝑛,𝑗. They 

are adjusted by optimizing by-piece the linearity of the pair-relationships between the three 𝑓𝑗[𝑅𝑗(𝑘)]. 

This method is effective when the number of zones is >> 5, with two possible sign changes over the 

total range, hence the possible presence of 3 segments. Compared to 𝑔𝑗(𝑅𝑗), it does not involve any 

assumption on the sign 𝑠𝑗(𝑘). Figure S1b illustrates this step with the example of 𝑓𝐺(𝑅𝐺) vs 𝑓𝑅(𝑅𝑅) 

after adjustment of 𝑅𝑚𝑖𝑛,𝐺 and 𝑅𝑚𝑖𝑛,𝑅. Then the quantities 𝑓𝑗(𝑅𝑗) are determined. Compared to the 

𝑅𝑗 , the latter are just vertically rescaled data. Since 𝑓𝑗 is a monotonic mapping, the 𝑓𝑗 ordering  vs 𝑘 is 

the same as for 𝑅𝑗. This is not the case however for the ordering vs 𝑗. This why 𝑓𝑗 is required in the 

following step.  The result is shown for each zone and for the three channels in Figure S1c. The dots 

seem randomly distributed, but we recognize two ensembles. In the first one, with no mark, the 𝑓𝑗 red-

green-blue order corresponds to at least the red channel on the left branch. In the second one, marked 

by orange vertical lines, at least the blue dots are on the right branch. In the present case however, it 

is enough to re-order the results by decreasing values on the red channel because we have 𝑒(𝑘) <

𝑒𝑚𝑖𝑛,𝑅 for all 𝑘. This new order defines a mapping 𝑘′(𝑘) from 1 to 23. Figure 3d shows 𝑓𝑗(𝑅𝑗) as a 

function of 𝑘′. At this stage, we don’t know how to convert 𝑘′ into a thickness since we have no regular 

scale on the horizontal axis. The last step is to build it. For that, we define a second mapping 𝑚[𝑘′(𝑘)] 

as the number of monolayers in zone 𝑘. We isolate the previously measured dots and set 𝑚 = 0, 1, 4, 8 

(respectively for the bare gold, presumed monolayer, single sheet and folded sheet) at the 

corresponding places on the horizontal axis. This defines as before one or two straight lines, depending 

on the channel. Then we adjust 𝑚 for each zone such as the corresponding dot is located on the 

straight line. We find that a significant number of dots correspond to half-integer numbers, so we have 

to double all 𝑚 values. The previous monolayer was therefore (at least) a bilayer and the single sheet 

was made of 8 layers. The results 𝑓𝑗[𝑅𝑗(𝑚)] are shown for each channel in Figures 3e-g. The horizontal 

rescaling is now complete. The abscissa of each minimum can be expressed in terms of 𝑚. We have 

𝑚𝑚𝑖𝑛,𝑅 ≅ 24, 𝑚𝑚𝑖𝑛,𝐺 ≅ 14 and 𝑚𝑚𝑖𝑛,𝐵 ≅ 7.5 (being a virtual quantity, 𝑚𝑚𝑖𝑛,𝑗 has not to be an integer 

number). By contrast with the 𝑅𝑚𝑖𝑛,𝑗, the 𝑚𝑚𝑖𝑛,𝑗 are independent of the brightness/contrast image 

settings. They provide solid landmarks when browsing a sample.  

 

Supplementary S2 

Here is introduced an alternative to the method used in Supplementary 1 in order to find the 𝑅𝑚𝑖𝑛,𝑗 

values, which is better suited for an automatic processing. It also includes thickness ordering of the 

data and detection of repeated levels.  

𝑘 = {1, 𝑁1} is the rank of a measured zone. We know 𝑅0,j directly from the measurements but we 

cannot estimate 𝑓𝑗[𝑅𝑗(𝑘)] as long as  we ignore the 𝑅𝑚𝑖𝑛,𝑗 values. Thus we set 𝜌𝑚𝑖𝑛,𝑗 = 𝑚𝑖𝑛𝑘[𝑅𝑗(𝑘)] 

and define 𝜑𝑗(𝑘) = √
𝑅𝑗(𝑘)−𝜌𝑚𝑖𝑛,𝑗

𝑅0,j−𝜌𝑚𝑖𝑛,𝑗
 as an approximation of 𝑓𝑗. Note that 𝜌𝑚𝑖𝑛,𝑗 ≥ 𝑅𝑚𝑖𝑛,𝑗 and that the 

minima of 𝑅𝑗(𝑘), 𝑓𝑗(𝑘) and 𝜑𝑗(𝑘) are in correspondence, i.-e. obtained for the same 𝑘. 

We order the data according to decreasing 𝜑𝑅(𝑘), or equivalently 𝑅𝑅(𝑘) values. This ordering defines 

a mapping 𝑘′(𝑘). In general, the variation of 𝜑𝐺 and 𝜑𝐵 with 𝑘′ is not monotonic. To locate the 

different minima, we consider ∆𝜑𝑗(𝑘′) = 𝜑𝑗(𝑘′ + 1) − 𝜑𝑗(𝑘′),   𝜎𝑗(𝑘′) = 𝑠𝑔𝑛[∆𝜑𝑗(𝑘′)] and Σ(𝑘′) =

∑ 𝜎𝑗(𝑘′)𝑗 . The possible values of Σ, depending on the position of the dots with respect to each 

minimum 𝑚𝑖𝑛𝑗, are summarized in table S1-1. 
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                              𝑚𝑖𝑛𝐵                          𝑚𝑖𝑛𝐺                          𝑚𝑖𝑛𝑅 

𝜎𝑅 -1 -1 -1 -1 

𝜎𝐺 -1 -1 +1 -1 

𝜎𝐵 -1 +1 +1 -1 

Σ -3 -1 +1 -3 

Table S1 Sign 𝜎𝑗 for the three channels in the four thickness zones delimited by the three reflectivity 

minima (one per channel). 𝜎𝑅 has a constant value due to Initial ordering according to 𝑅𝑅. Σ is the 

sum of the three signs. 

 

The sign 𝜎𝑗(𝑘′) must reflect a significant change in 𝑒(𝑘′)/𝑒𝑚𝑖𝑛,𝑗. Indeed, when 𝑒(𝑘′ + 1) = 𝑒(𝑘′), all 

the signs 𝜎𝑗(𝑘′) become random, governed by noise contributions. Repeated levels must be recognized 

and merged. For this purpose, we compare the cumulated squared variation ∆2(𝑘′) =

∑ ∆𝜑𝑗²(𝑘′)𝑗=𝑅,𝐺,𝐵  to an arbitrary threshold ∆𝑐² and we group all successive 𝑘′ such as ∆2(𝑘′) < ∆𝑐
2 

while averaging their 𝜑𝑗  values. ∆𝑐² may be quite important, say for instance 6*∆𝜑𝑅²(𝑘′). Indeed, one 

term in ∆𝜑𝑗²(𝑘′) may be weak because of a branch switching, but for the three terms in ∆2 to be 

simultaneously weak, 𝑒(𝑘′ + 1) and 𝑒(𝑘′) must be identical. Once this process achieved, we are left 

with 𝑁 different 𝑘′ values instead of previously 𝑁1 and we redistribute 𝑘′ from 1 to 𝑁. Then we locate 

the measurements in the different branches with the help of a new mapping 𝑘′′(𝑘′) defined by 𝑘′′ =

𝑘′ + 𝑁 [
Σ(𝑘′)+3

2
]. Then 𝑁 < 𝑘′′ < 2𝑁 corresponds to the dots located between 𝑚𝑖𝑛𝐵 and 𝑚𝑖𝑛𝐺 and 

2𝑁 < 𝑘′′ < 3𝑁 to the dots located between 𝑚𝑖𝑛𝐺 and 𝑚𝑖𝑛𝑅. Only the dots in two extreme branches, 

below 𝑚𝑖𝑛𝐵 and above 𝑚𝑖𝑛𝑅, remain mixed. They correspond to 𝑘′ < 𝑁. We redistribute these values 

as follows : If 𝜑𝑅(𝑘′) < 𝜑𝐺(𝑘′), then 𝑘′′ = 𝑘′ + 3𝑁 , otherwise 𝑘′′ = 𝑘′. We end up with a total of 

four branches, all determined. Redistributing the 𝑘′′values used between 1 and 𝑁, we get the rank 

𝑘′′(𝑚𝑖𝑛𝑗) of each minimum, hence finally 𝑠𝑗(𝑘′′), which is negative when 𝑘′′ < 𝑘′′(𝑚𝑖𝑛𝑗) and positive 

otherwise. The entire ordering process, which is characterized by the evolving set of 𝑘 indices, has 

strong similarities with a machine learning algorithm approach  [Yuhao Li 2019] 

We are now able to write 𝑔𝑗(𝑘′′) and to optimize 𝑅𝑚𝑖𝑛,𝑗 by forcing 𝑔𝑗1/𝑔𝑗2 to be a constant, as we did 

before. 

Reference S2 

[Yuhao Li 2019] Yuhao Li, Yangyang Kong, Jinlin Peng, Chuanbin Yu, Zhi Li, Penghui Li , Yunya Liu, Cun-
Fa Gao, Rong Wu, Rapid identification of two-dimensional materials via machine learning assisted 
optic microscopy, Journal of Materiomics 2019, 5, 413e421 
 

Supplementary S3 

Figures S3a and S3b show two images of the same multilevel hBN stack with respectively direct and 

inverted contrast for better visibility of the 30 different zones. Figure 3c-e shows the 𝑓(𝑚) results 

independently obtained with each channel after applying the procedure explained in the main text. 

The 𝑚𝑚𝑖𝑛,𝑗 values found for the red, green and blue channels are respectively 29, 20 and 10.5, to 

compare with the 24, 14, 7.5 previous ones. This difference reveals a change in instrumental 

parameters, including the exact composition of the ARA substrate. It shows that from one experiment 
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to another with different settings, the colors in the images or the measured single channel intensities 

cannot be directly compared. From this simple remark we can suspect huge difficulties when fitting 

reflected intensities with an absolute model. 

 

Figure S3 a: a complex hBN stack with many internal steps defining 30 measurement zones at the 

micron scale. The full height of the image corresponds to 45 µm; b: same with inverted contrast for 

complementary zone recognition; c: linearized reflectivity as a function of 𝑚 on the red channel; d-e : 

same for the green and the blue channels; f : number of layers as independently found from each color 

channel;  g : difference in the 𝑚 evaluation from the red and the green channels for all numbers from 

0 to 50; h : difference in the 𝑚 evaluation from the red and the blue channels, limited to the first 30 

layers; i : difference in the 𝑚 evaluation obtained from the green and the blue channels, limited to the 

first 30 layers. 
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The number of layers that was independently determined on each channel for each zone using the 𝜒2 

minimization is reported in Figure S3f. Thanks to thickness quantization, the agreement between the 

red and the green channels is perfect below 11 layers and within a one layer uncertainty up to 48 

monolayers. Several two-layer misfits are observed between the blue and the two other channels 

above 8 monolayers. The highest thickness is also strongly underestimated on the blue. This is 

consistent with respectively a noisier signal and a weakened linearity of 𝑓𝐵(𝑅𝐵) with 𝑒(𝑘) far from 

𝑒𝑚𝑖𝑛,𝐵. A high precision in the estimation of 𝑚 is especially important for small 𝑚 because the specific 

properties of 2D materials is manifested in low stacks, and critically depend on 𝑚.  Our method proves 

to be very effective in the low 𝑚 range.  

Applying afterwards the 𝜒2 minimization to the data presented in Figure S1, we found the same  𝑚(𝑘) 

attribution as the one previously obtained with the folded sheet anchor in the discussion of Figure 2. 

All the data are therefore consistent. 

 

Supplement S4  

 
 

Figure S4. a: part of the image used in the measurement, 32 µm high, with a ten pixels wide yellow 

path covering some of the domains; b: RGB profiles along the yellow path; c-e: 𝑓𝑗(𝑚) for the red, green 

and blue channel. Non linearities appear as a deviation from the symmetric straight lines with respect 

to the minimum; f-h: 𝑅𝑗(𝑚) for the red, green and blue channel. The dotted lines are the best 
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polynomial fits obtained using either a second order (Red) or a third order polynomial (Green and 

Blue). 

 

The hBN sample and the ARA surface used in Figure 3 and Figure S4 are the same. Only the size of the 
aperture hole is different, leading to significant variations in 𝑅𝑚𝑖𝑛,𝑗 on the green and the red channels. 

This illustrates once more the difficulty that we would expect in fitting the experimental data with a 
multiparameter numerical model. For the sake of clarity, only a part of the used image is shown in 
Fig.S4a, with a yellow path drawn in it also covering only a part of the measured domains. The intensity 
profiles along this path are shown in Fig.S4b. Their diversity illustrates the richness of the colorimetric 
information. The measurements cover a much larger thickness range than in all other examples in this 
work. The 𝑓𝑗(𝑚) results are displayed for the three channels in Figures S4c-e. They extend far beyond 

the linear regime on the blue, with a maximum around 167 layers, while they stay quite linear on the 
red. The same results are shown as 𝑅𝑗(𝑚) in Figures S4f-h, with a fitted polynomial through the data. 

𝑅𝑅(𝑚) is still well described by the basic parabola, as demonstrated by the R² quality factor, while it is 
no more effective with the green and the blue data. Interestingly, they may still be described by a third 
order polynomial (with the corresponding R² in the Figure), which opens possibilities to extend our 
analysis to thicker samples. Due to the properties of the  𝑓𝑗 transform, the maxima of 𝑅𝐵(𝑚) and 

𝑓𝐵(𝑚) are in correspondence (obtained for the same 𝑚). The distance between the blue minimum, 

close to zero, and the blue maximum corresponds to the optical thickness /4, with  the wavelength 

of light. The blue sensor in our camera is peaked at 470 nm, which gives /4 = 117,5 nm. Dividing this 
quantity by the hBN refractive index at this wavelength, namely 2.17, gives a physical thickness 54 nm 
at the maximum. With 0.333 nm the thickness of one monolayer, it corresponds to 162 monolayers. 
Subtracting the 𝑚𝑚𝑖𝑛 = 3 monolayers found in the analysis for the position of the blue minimum, we 
finally expect 159 monolayers from interference theory where we counted 167 from our experiment. 
The difference is within 5%. Therefore, there is absolutely no doubt that the monolayer unit was 

correctly identified. Alternatively, comparing the extracted optical thickness /4 (more accurately 
using spectral filtering) and the corresponding physical thickness (from m counting and knowledge of 
monolayer thickness), we find that our self-calibrating procedure can be utilized to evaluate the hBN 
(or any other 2D material) refractive index at the given wavelengths employed in the imaging. 
 
Supplement S5  

In Figure S5, we present the same folded sheet as in main text but here focus on the contaminant spots 

which clearly appear in the optical microscopy. Interestingly, their contrast is very different depending 

on the channel considered. They appear as bumps in the blue channel and as holes in the red and 

green channels, with an amplitude up to 4 equivalent monolayers. This originates from their different 

nature (attributed to polymer residues or atmospheric hydrocarbons) and hence different refractive 

index compared to hBN. Their absolute height cannot be directly scaled to the m counting calibration 

and thus cannot be quantitatively evaluated. However, their impact on the measured average value is 

given by their apparent height, i-e their intensity amplitude, and becomes important for small flake 

areas. For accurate m counting, contaminated regions can be removed from the selected areas used 

for optical signal averaging, as done in Figure 3 analysis in main text. We finally emphasize on the 

strong optical contrast shown by these contaminants in our imaging compared to usual optical 

microscopy. 
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Figure S5 From a to b: Enlargement of the one sheet four layers step, followed by contrast 

optimization; c-e: the three channels of Figure 5b, displayed using a linear grey scale – with the 

definition in d of an ten pixel wide yellow line crossing three defects; f-h: respective histograms of the 

images d-e, with colored horizontal lines to help comparing the amplitude of the defects and that of 

the 4 layers step; i-k: Intensity profiles along the yellow line defined in d, with arrows pointing the 

marks of the defects; l: 3D representation of b, with the green channel intensity converted in height. 


