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Title

What a validation strategy means for the quantitation of cocaine and 

heroin?

Abstract

A method of separation by gas chromatography with a flame ionization detector was 
developed for quantifying cocaine and heroin in powders seized by law enforcement. The 
method was validated by studying parameters of calibration, trueness, precision based on 
trueness error (or systematic bias) and random error. Total error, which is the combination of 
these errors, verified its adequacy with the objectives fixed by the analyst. Accuracy profile 
proved to be an efficient decision tool for that purpose.

Results obtained with weighted regression model were analysed and allowed to conclude that 
the method enables quantitation of heroin and cocaine in powders on 2 – 100% concentration 
(w/w) range with acceptance limits fixed at 10% and a risk at 5%.

The possible sources of uncertainty were evaluated and measurement of their contribution 
was integrated. The combined standard uncertainty and expanded uncertainty were 
determined.

Keywords

Statistical validation, accuracy profile, weighted linear regression, illicit drugs, 
chromatography, uncertainty

1. Introduction

In this study, a method for quantifying heroin and cocaine and their main adulterants in a 
same run with a relatively short time (e.g. less than 6 min) was sought. Adulterants which are 
frequently encountered with these illicit drugs are also quantified to feed the National 
Substance Identification System (SINTES): a monitoring of substances seized by law-
enforcement or collected among drug users managed by the French Monitoring Centre for 
Drugs and Drug Addiction (OFDT) [1].

Reliable analytical methods are needed to be in compliance with national and international 
regulations in all areas. The same demand should be applicable to forensic laboratories and 
appropriate measures must be taken to ensure data with required quality level is provided to 
the customer. Method validation is one of them. Validation is also the ultimate phase before 
the routine use of the method, great care must therefore be taken to check it. The purpose of 
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this validation was to show that the developed analytical method was suitable for its intended 
use. A global approach based on measurement of total error and accuracy profile as a decision 
tool was selected [2]. This approach was initially produced to help professionals from the 
pharmaceutical industry to validate their analytical procedures and it is now widely used in 
various fields such as food safety [3], toxicology [4] and building trade [5] for instances.

A method of analysis is a dynamic process that goes through several successive steps called 
lifecycle of the method [6]. This paper presents the selected and optimized analytical method 
and some key steps of the validation procedure, which is besides well described in literature
[2, 6 – 10]. Key steps can be summarised as follows: 

1. Definition of the desired criteria i.e. validation domain of the analytical method in terms of
concentration levels and its objective in terms of acceptance limits.

2. Definition of the experimental design for calibration and validation steps.

3. Analysis of the calibration model.

4. Drawing of the accuracy profile i.e. validation of the criteria defined in point 1.

At the end of the study the enlarged uncertainty of the analytical procedure was determined.

2. Material and methods

2.1. Analytical method and reagents

2.1.1. Preparat ion of internal standard solut ion and analyt ical samples

A solution at 0.7mg/mL of tetracosane in ethanol/chloroform (50/50 v/v) was prepared. It 
constituted the internal standard solution. Samples were directly weighed in a GC vial, 
between 2.0 and 2.2 mg for cocaine and 3.0 and 3.2 mg for heroin. Balances used were 
Mettler Toledo® MT5 analytical microbalances, capacity- 5.1 mg and readability- 0.001mg.

One mL of internal standard solution was added using certified 1000l fixed-volume pipettes 
(Eppendorf®). Certified laboratory glassware (10 mL volumetric flasks) was used to prepare 
solutions.

Microbalances and micropipettes are certified annually.

Vials were sealed with a PTFE/rubber cap and vortexed.
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This validation approach consists in using 2 kinds of samples called standards: the calibration 
standards used to set up the calibration model while the validation standards are used to 
estimate the precision, trueness and accuracy of the method.

Calibration and validation standards are samples of known concentrations prepared with 
reference materials. They are either pure heroin/cocaine dissolved in the internal standard 
solution, or completed with a simulated matrix (cutting agents and impurities).

Matrix for cocaine was made of phenacetin, lidocaine, levamisole, diltiazem, hydroxyzine, 
caffeine, procaine and mannitol (see Table 1).

Matrix for heroin was composed of caffeine, paracetamol and noscapine. Noscapine was 
reported in one paper as an adulterant in illicit heroin samples and it is also frequently 
encountered in high proportion among impurities [11].

The selection of cutting agents was based on statistics extracted from the national database 
fed by police forensic laboratories [12].

Insert Table 1

2.1.2. Chromatographic condit ions

The choice of a method has to be made in accordance with the specific issue being addressed. 
Because gas chromatography coupled with flame ionization detector (GC-FID) has the 
advantages to be easily implemented, it was selected for quantitative analyses in routine. In 
the analytical procedure of our laboratory, identification of the target compounds is always 
performed by GC-MS prior to quantitation with GC-FID. Any possible interference between 
constituents would therefore be spotted at this stage.

Gas chromatography measurements were performed on a ThermoFisher® Trace GC Ultra GC-
FID using Chrom-Card v2.4.1 software equipped with a Triplus AS autosampler and a 

split/splitless injector. A DB-1 capillary column, 100% apolar (10m x 0.18mm x 0.18m) was 
used. The injection liner is a Thermo splitless focusliner 5 mm i.d. x 8 mm o.d. x 105 mm 
length for 70 mm needle containing quartz wool.

The carrier gas was helium at a constant flow of 0.6 ml/min and a split ratio of 100:1 with an 

injection volume of 1.0 L. The injector temperature was set to 280°C, with an initial oven 
temperature of 200°C held for 1.5 min, then ramped at 26°C/min to 300°C and held there for 
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1.06 min. Total chromatographic run was 6.5 min long. The detector temperature was set at 
300°C, hydrogen and air flows were set at respectively 35 ml/min and 350 ml/min.

Peak areas of cocaine, heroin and tetracosane were monitored. With these chromatographic 
conditions and the use of a less alcoholic solvent mixture, no degradation of cocaine or heroin 
was observed. Especially, no products of heroin transacetylation in presence of paracetamol 
(monoacetylmorphine formation and acetylparacetamol) were detected [13]. No interaction 
between illicit drug, internal standard and adulterants was observed. Selectivity is adequate.

2.1.3. Definit ion of the desired criteria

The objective of the method was to quantify the mass percent fraction of molecules of interest 
in a powder specimen with a matrix. It also had to fulfil the following requirements: the 
covered concentration range had to vary from 2 to 100% (w/w) and no matrix effect on 
calibration model shall be observed.

The risk for the customer, police or justice services in our case, i.e. false negative result, is 
defined as the risk to wrongly accept inaccurate results. By contrast, the risk for the supplier, 
here the forensic laboratory, i.e. false positive result, is defined as the risk to wrongly reject 
correct results [14].

Analytical results must be provided to the law enforcement and justice with guaranties that 
every expected results obtained in routine analysis will be as close as possible to the true 
unknown value of the analyte in the specimen. In statistical terms, this is reflected in a 

proportion of obtained results  higher than a minimum proportion included in the interval 
± ;  being the expectation limit, i.e. the limit of the deviation between the true value (T) 

(unknown) and obtained results ( being the mean of the results).

It is important to note that these limits could be imposed by a regulation or by the customer, 
and can sometimes vary depending on the concentration level.

Based on our experience in illicit drugs analysis, for this quantitative method, we estimated 

dispersion as 10% (acceptance limits  =  10%) with a 5% risk (95% of results will be 

expected to be within these limits ). The model is selected to meet objectives of the method 
in routine analysis.
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2.2. Experimental design

When editing the validation protocol, one of the first questions to rise is: “how many 
experiments are required?”. Due to time and other constraints such as reference materials' 
cost, this often translates as: “what is the absolute minimum required?” When referring to 
calibration experiments, this relates to the number of standards that need to be analysed and 
the amount of replicates at each concentration level.

An experimental design was selected in compliance with the French Society of 
Pharmaceutical Science and Technology (SFSTP) commission guidelines on validation of 
quantitative analytical procedures [2, 7, 8]. The protocol took into account quantification 
procedures constraints and some peculiarities (matrix effect, number of calibration standards 
and their concentrations, etc.).

In this case, 3 series of calibration standards with and without matrix, at 3 concentration levels 
were prepared (see Table 2). A concentration level corresponds here to the ratio between the 
concentration of targeted substance and the internal standard concentration.

For cocaine: level 1 is 0.057 (0.04 mg/ml cocaine / 0.7 mg/ml tetracosane) – level 2 is 1.430 
(1.00 mg/ml cocaine / 0.7 mg/ml tetracosane) – level 3 is 3.14 (2.20 mg/ml cocaine / 0.7 
mg/ml tetracosane).

For heroin: level 1 is 0.071 (0.05 mg/ml heroin / 0.7 mg/ml tetracosane) – level 2 is 2.140 
(1.50 mg/ml heroin / 0.7 mg/ml tetracosane) – level 3 is 4.57 (3.20 mg/ml heroin / 0.7 mg/ml 
tetracosane).

Each pair of series (with and without matrix) being weighed by a different operator.

Insert Table 2

Validation standards are samples reconstituted in the matrix or in any other reference material 
with known concentration (true values) set by consensus and used to validate the analytical 
procedure. 

Each validation point was prepared twice by the operator. Values for the replicates resulted of 
the averaged measurements of two samples, because in routine work, results are calculated in 
that manner.

In total 63 concentrations were measured:

- 2 x 18 calibration standards: without matrix (SE) and with matrix (SEM),
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- 27 validation standards (considering the average value obtained from 2 
determinations, carried out on separate samples of a given powder).

Before starting the validation process, calibration itself should be examined, as it can affect 
the strategy to adopt in order to achieve an optimal design. For this reason, it is important to 
know if it is plausible that calibration curve (a) could be linear, (b) could pass through the 
origin and (c) is not affected by matrix (a selectivity study ensures that there is no interference 
between peaks of interest: cocaine, heroin and tetracosane). That's why matrices with cutting 
agents usually encountered in cocaine and heroin have been simulated.

M atrix components (even if their peaks are separated from the analyte of interest 's) can influence 

the recovery of the analyte. "Inadequate recovery"  is demonstrated as a systemat ic error (method 

bias) [15].

4. Results and discussion

4.1. Regression model selection and its evaluation for calibration

The relationship between the response (i.e. the chromatographic signal) and the concentration 
(amount) of the analyte in the sample is a very important parameter that must be considered in 
the validation of an analytical method.

When building a model, it is necessary to express the y - instrumental response as a function 
of the x concentration using a mathematical relationship. The simplest relationship is 
described by the equation of the linear regression y = a + bx + e, where b is the slope, a the 
intercept with the y-axis and e the residuals.

When variations from environmental sources are introduced, this model becomes more 
complex. Let i be an assay linked to a concentration xi and a response yi.

For each i assay, a weighting wi is introduced [16] such that residuals can be written:

a))+(bx)(y(w=e iiii  Equation 1

with 
2

1

i

i
x

=w
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In classical regression models, the y- instrumental response is continuous, normally 
distributed and the error e is supposed random. These models are meaningful only when some 
hypotheses are verified: constant variance, no outlier and a symmetric distribution, [17-18]. 

The statistical assessment of normality and regressions will be examined later on.

Note that response functions of an analytical instrument depend on its nature (separation 
instruments, spectrophotometry, absorption etc.) and the model is selected only after carrying 
validation testing. With our GC-FID, available response functions were linear regressions 
without transformation [19].

Calculations were performed using open source software R [20] and a lab-made web 
application called VALMETH using CGIwithR, an R package that allows a server to run R 
scripts and to build HTML pages. Collected data from validation experiments are inserted in 
the tool, parameters are fixed by the user and a validation report is generated. Functionalities 
of VALMETH were inspired by various validation softwares especially e-Noval® [21], 
statistics were found in [2, 6-10, 14]. VALMETH is a decision support tool but it does not 
replace statistical process to meet the validation objectives. To make a statistical decision, the 

level of significance =0.05 was classically retained.

In supplementary files, data used for calculations are provided. R commands are available on 
demand. 

The response functions were evaluated using 3 calibration curves built with calibration 
standards with and without matrix at 3 concentration levels (see §2.2. Experimental design).

Several regression models have been tested using VALMETH tool in order to (i) study the 
relationship between cocaine or heroin concentration (mg/mL) and the analytical response 
(ratio between peak areas of cocaine/heroin and IS (tetracosane)) and (ii) select the most 
appropriate one.

A selection of various models is available in VALMETH (simple linear regression or linear 
weighted regression (1/x

2 and 1/x), linear regression after logarithmic or square root 
transformation, simple quadratic regression or weighted quadratic regression) based on 4 
indexes:

- determination interval (DI),

- trueness index (TI),

- accuracy index (AI),

- precision index (PI),
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Criteria are ranked in descending order of interest DI, TI, AI and PI (values from 0 to 1), and 
the out-coming index is used to select the most appropriate model.

The selection of the regression model which will be used for routine calibration had to fit the 
following chosen criteria:

- a DI equal to 1, meaning that high and low quantification limits correspond to low 
and high calibration levels (0.057 and 3.14 for cocaine and 0.071 and 4.57 for heroin), to be 
able to quantify these two illicit drugs from 2 to 100% (w/w),

- respect the previous criteria, with and without matrix, meaning that there is no matrix 
effect, hence future routine calibrations could be prepared with only analyte reference 
material and internal standard solution, without addition of a simulated matrix, which saves 
time,

- same model for heroin and cocaine, in order to quantify them in a same run (within 
the GC software restrictions).

With these conditions, the most relevant model was found to be weighted linear regression, 
with and without matrix.

4.1.1. Weighted linear regression

In linear models, response is supposed to be normally distributed (Gaussian). Despite the 
reduced number of individuals (n=6), a Shapiro-Wilks test [17-18] for each series was 
performed to check this hypothesis. 

For each series p-values are significant enough (> 0.05) compared to the risk, fixed at the 
beginning of the analysis, not to reject the hypothesis of a Gaussian response.

Research of regression parameters (a and b) consists of minimising residual sum of squares, 
i.e. minimisation of equation 2:

  
6

1

26

1

2

=i

iiii

=i

i a)+(bxwyw=e Equation 2

with ei residual associated to an assay i (see. equation 1).

Equation of weighted regression for series n° 3 is: 0.00290.6764ˆ ii x=y which is the 

model value for response i.
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A variance decomposition analysis (one-factor ANOVA [17]) was applied and results are 
displayed in Table 3.

Insert Table 3

For the sake of clarity, only variances linked to the model and residual variances within series 
were reported here. These two variances enable Fisher’s test leading to the validation of the 
model (relevant or not). Critical probabilities (p-values) being very low, it means that 
“neutral” model or simple linear regression (no X-variable effect on Y-response) is rejected 
and weighted model is accepted. Difference between simple and weighted linear regressions 
seemed to be negligible but sufficient to adjust data.

Finally, when the model is selected, its validation is possible only if residuals are normally 
distributed and have the same variance within series (see Table 4).

Insert Table 4

Results show that the hypotheses of normality of residuals and equality of variances cannot be 
rejected because p-values are sufficiently greater compared to the chosen risk (5%) i.e. higher 
than the risk chosen at the beginning of the analysis. Conditions are therefore verified.

4.2. Validation

When the choice of the model from statistical theory point of view is secured, coherence 
between experimental objectives, especially in terms of determination interval and accuracy, 
is required. Concentrations of validation standards (VS) were calculated from the model, for 
each concentration level. From these predicted inverse concentrations, the mean relative bias 
and the high and low tolerance interval limits considering intermediate precision standard 
deviation can be determined. Tolerance interval is the domain where future proportion of 

observations will fall within the predefined acceptance [-, +] at β level (fixed here at 5%). 
Afterwards, an accuracy profile can be built with these data (Figures 1 and 2) [14].

Insert Figures 1 and 2
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The tolerance limits, obtained via the weighted 1/X
2 linear regression model used as 

calibration curve, fitted our requirements (acceptance limits ± 10%) for all the concentration 
levels and for both analytes (cocaine and heroin). 

The mean relative bias does not exceed 3% in absolute value for cocaine and heroin.

The recovery rate, for cocaine, varies from 96.79% to 100.2% between the levels (0.057 and 
3.140). For heroin, it varies from 97.27% to 101.2% between the levels (0.071 and 4.57).

The GC-FID analytical method is thus valid.

The quantitation limits are the extreme values that can be quantified with a given accuracy. 

The lower limit of quantitation (LLOQ) is obtained by calculating the lowest concentration 
below which accuracy or tolerance limits are out of acceptance limits. In our case, accuracy 
profile is within the acceptance limits, so the lowest level of calibration (corresponding to 
0.04 mg/mL for cocaine and 0.05 mg/mL for heroin) is the LLOQ.

Moreover, with the weighted 1/X
2 linear regression model, expected measurements will be 

included in the acceptance limits with a guaranty of 95%.

Linearity domain covers concentration ranges from 0.057 to 3.14 (i.e. 0.04 to 2.20 mg/mL) 
and from 0.071 to 4.57 (i.e.0.05 to 3.20 mg/mL) for cocaine and heroin respectively; 
corresponding to w/w content ranges 1.8% to 100% of 2.2 mg sample and 1.6% to 100% of 
3.2 mg sample.

4.3. Calculation of uncertainty measurement 

As mentioned above, measurement error can be defined as the difference between the 
measured value x and the true value X which is, in general, unknown. There are two types of 
errors: random and systematic. Uncertainty reflects scientific attempts to estimate the 
magnitude of random error. In the absence of systematic error, uncertainty defines an interval 
around the measured value which includes the true value with given probability. 

The uncertainty on the result may arise from many possible sources (sampling, matrix effects 
and interferences, environmental conditions, uncertainties of masses and volumetric 
measuring equipment, purity of reference material, etc.) [22]. It can be reduced to two main 
source categories: sample heterogeneity uncertainty and analytical uncertainty [23-25].

The overall combined standard uncertainty was calculated using the following formula:



Page 13 of 30

222

ahc u+u=u Equation 3

with uc the combined standard uncertainty, uh the uncertainty coming from heterogeneity of 
the material and ua the analytical uncertainty.

Results of heroin or cocaine quantitation are given in weight percentage  ww% using the 

formula:

 
W

V)(C
=ww

100
% Equation 4

with C concentration of target compound (mg/mL) obtained with the calibration curve 
(response function), W sample weight in mg and V volume of internal standard solution used 
to dilute the sample (V = 1 mL).

The weight percentage is rounded up to the nearest whole number which introduces another 
uncertainty called rounding uncertainty (uround.).

The purity of the reference standard is potentially an additional uncertainty source called 
standard uncertainty (uRef.).

Overall analytical uncertainty is given by Equation 5: 

 
2

Re

2

%

2 2
fround

ww
a u+u+u=u Equation 5

with 
  
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
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2222

%

1002

W

u(W)
+

V

u(V)
+

C

u(C)

W
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=u

ww

When calculating measurement uncertainty two types, correctly known as Type A and Type B 
must be assessed and combined [26]. u(C) is quantified by calculation of the estimated 
standard deviation from the set of repeated measurements (type A evaluation). Its value is 
obtained from the validation study using absolute bias at each concentration level.
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u(V) is estimated from data provided in calibration certificates (type B evaluation). The 
calibration certificate for the automatic pipette with a fixed volume (1mL) used states the 

measurement uncertainty over the range at  0.6 L at a 95% confidence level: 

μL==
I

=u(V) Vcalib 0.3
2

0.6

2
 so u(V) = 0.0003 mL for V = 1 mL.

u(W) is estimated from data provided in calibration certificates (type B evaluation). The 
calibration certificate for Mettler Toledo® microbalances states the measurement uncertainty 

over the range at  0.0295 mg at a 95% confidence level: 

mg==
I

=u(W) Wcalib 0.01475
2

0.02965

2

2

2

3

2/







ω
=()uround (rectangular distribution) with  = measuring range [22].  = 0.5 because 

it is limited to a maximum of 0.5%: 0.020832 =u round .

Purities of cocaine and heroin standard must be greater than or equal to 99% therefore there is 
1% relative deviation on each level concentration. Then, (rectangular distribution) with 

  0.01%Re wwf =ω . For each level, the weight percentage is given in table 5 for cocaine and 

table 6 for heroin.

When p distinct replicates are taken from different parts of the specimen, and analysed 
separately, the composition of the specimen can be determined by taking the mean value of 
these p separate measurements, and the relative standard uncertainty on the mean value can be 
used to determine the best estimate of the uncertainty due to target heterogeneity [22, 27]:

2

2












p

s
=u

p

h Equation 6

Where sp is the relative standard deviation determined by the analysis of p samples taken from 
the same material. It is understood that material has been homogenised (using mortar and 
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pestle) and sp corresponds to the relative standard deviation of the sampling after 
comminution.

Insert Tables 5 and 6

The different contributions are shown in figures 3 and 4 for cocaine and heroin quantitation.

Insert Figures 3 and 4

For low concentration level (level 1), the uncertainty is mainly influenced by heterogeneity of 
the material. For medium and high concentration levels, analytical uncertainty with 
calculation of concentration is the main contributor to the overall uncertainty. Uncertainties 
from rounding and reference materials are negligible.

The expanded uncertainty U is obtained by multiplying uc by a coverage factor k. The choice 
of the factor k is based on the level of confidence desired. For 95% confidence level, k is 
usually set to 2 [22].

5. Conclusion

Validation of quantitative method is essential in analytical chemistry and acutely pertinent in 
forensic science. It calls upon statistical methods based on strong hypotheses such as 
normality, heteroscedasticity (homogeneity of variances). Interpretation of results only makes 
sense if analytical and statistical techniques are properly handled.

This combination has been illustrated with quantification of cocaine and heroin, in real 
conditions (small dataset). A specific linear model was exploited here: weighted regression 
based on accuracy, trueness and precision criteria. GC-FID method was validated over the 1.8 
to 100% range for cocaine determination, and 1.6 to 100% for heroin.

In a practical perspective, this validation strategy can be summarised in the 4 following steps:

(1) selection of acceptance limits in compliance with expected method use,

(2) definition of the experimental design and choice of a regression model for the calibration,

(3) analysis of results with this calibration model,
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(4) for each concentration level, calculation of tolerance limits and set up of the accuracy 
profile. A decision on the validity of the analytical method is then taken.

We carried out the evaluation of uncertainties and their contribution. The result showed that
for low levels, the contribution of heterogeneity is maximal and for other levels, analytical 
uncertainty is the main contributor to the overall error.

The analytical method validated using this approach has been accredited by the French 
national accreditation body (accreditation n° 1-2322, available on http://www.cofrac.fr. And 
all the computations are available in VALMETH using the R framework inside.

Other information, such as chromatograms and detailed results of statistical analysis, is
provided in supplementary data, datasets used for this study as well.
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Tables

Table 1: List of the reference materials used during the validation of cocaine and heroin 
quantitation by GC-FID.

Nom Description Purity Supplier

Cocaine base Illicit drug > 98.5% Lipomed®

Heroin base Illicit drug > 98.5% Lipomed®

Noscapine Impurity of heroin > 98.5% Lipomed®

Phenacetin
Analgesic (removed in 

France from 1980s)
 98% Sigma Aldrich VWR®

Lidocaine Local anaesthetic  99% Sigma Aldrich®

Paracetamol Analgesic NA Lipomed®

Caffeine Stimulant  99% Sigma Aldrich VWR®

Diltiazem
Calcic inhibitor, 

bradycardic
 99% Sigma Aldrich®

Levamisole Pest > 99% Sigma Aldrich®

Procaine Local anaesthetic > 98.5% Lipomed®

Hydroxyzine Antihistamine  98% Sigma Aldrich®

Mannitol Polyol NA VWR
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Table 2: Experimental design for calibration validation standards.

Calibration Standards

3 concentrat ions /  2 replicates

series with matrix without  matrix

1      
2      

3      

Validation Standards

3 concentrat ions

3 replicates (Average)

series with matrix

1 (A)(A)(A) (A)(A)(A)(A)(A)(A)

2 (A)(A)(A) (A)(A)(A)(A)(A)(A)

3 (A)(A)(A) (A)(A)(A)(A)(A)(A)

Table 3: Results of the decomposition of response variance. For cocaine experiments.

(n=6 points by series – 3 concentrations and 2 replicates)

Series
Variance of estimated 

model (ddl = 1)

Estimated residual 

variance (ddl = n-2)

Fisher 

Statistics
p-value

1 1.7709 0.0004 4829.4 2.6 E-07

2 1.8055 0.0003 5767.7 1.8 E-07

3 1.7229 0.0009 1975.7 1.5 E-06

Table 4: Final tests on the normality of residuals (Shapiro-Wilks) and the identity of 
variances (Bartlett [17]). The first value gives the statistics of the test; the value in brackets 
gives the p - value.
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Series Normality of residuals Equality of variances

1 0.7997 (0.0584) 0.7810 (0.6767)

2 0.8429 (0.1377) 0.5203 (0.7709)

3 0.8374 (0.1241) 0.0254 (0.9874)

Table 5: Calculation of the different uncertainties coming from analytical process and 
heterogeneity of cocaine.

Concentration 

level
Weight-%  

2
%

w
w

u 2

roundu 2

Re fu 2
hu

Uncertainty from analytical 
process

Uncertainty from 
heterogeneity of material

1 1.80 0.0009 2.70.10-5 0.6936

2 36.40 0.4650 1.10.10-2 0.0017

3 100.00 1.3585

0.0208

8.33.10-2 0.0002

Table 6: Calculation of the different uncertainties coming from analytical process and 
heterogeneity of heroin.

Concentration 

level
Weight-%  

2
%

w
w

u 2

roundu 2

Re fu 2
hu

Uncertainty from analytical 
process

Uncertainty from 
heterogeneity of material

1 1.60 0.0006 2.13.10-5 0.8778

2 37.50 1.2263 1.17.10-2 0.0016

3 100.00 2.5581

0.0208

8.33.10-2 0.0002
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Figure caption

Figure 1: Accuracy profile of cocaine quantitation using GC-FID analytical method obtained 
from VALMETH with weighted regression model at 3 concentration levels: 0.057; 1.14; 3.14
(cocaine/tetracosane). Black dotted lines bound the interval of acceptance; blue dotted lines 
bound the interval of tolerance calculated from the standard deviations of intermediate 
standard deviation for every level. The red line represents the average relative error.

Figure 2: Accuracy profile of heroin quantitation using GC-FID analytical method obtained 
from VALMETH with weighted regression model at 3 concentration levels: 0.071; 1.71; 4.57
(heroin/tetracosane). Black dotted lines bound the interval of acceptance; blue dotted lines 
bound the interval of tolerance calculated from the standard deviations of intermediate 
standard deviation for every level. The red line represents the average relative error.

Figure 3: Contribution of various types of uncertainties at the 3 levels of concentrations for 
cocaine quantitation.

Figure 4: Contribution of various types of uncertainties at the 3 levels of concentrations for 
heroin quantitation.
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Highlights

 Validat ion of a GC-FID method developed for quant ifying cocaine and heroin

 Total error concept  and accuracy profile as a decision tool

 A weighted linear regression model was exploited for the calibrat ion data

 Evaluat ion of uncertaint ies and their contribut ion has been realized
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Figure1
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Figure2
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Figure3
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Figure4
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